
 

 

213 

Ewa Cukrowska, Ignacy Cukrowski and Josef Havel, S. Afr. J. Chem., 2000, 53 (3), 213-231, 
<http://journals.sabinet.co.za/sajchem/>, 
<http://ejour.sabinet.co.za/images/ejour/chem/chem_v53_n3_a5.pdf>. 
[formerly: Ewa Cukrowska, Ignacy Cukrowski and Josef Havel, S. Afr. J. Chem., 2000, 53 (3), 5. 
(19pp.), <http://ejour.sabinet.co.za/images/ejour/chem/chem_v53_n3_a5.pdf>.] 

 
Application of Artificial Neural Networks for Analysis of Highly Overlapped and 

Disturbed Differential Pulse Polarographic Peaks in the Region of Hydrogen 
Evolution 

 
Ewa Cukrowska‡, Ignacy Cukrowski‡* and Josef Havel† 

 
† Department of Analytical Chemistry, Faculty of Science, Masaryk University, 

Kotlarska 2, 611 37 Brno, Czech Republic, e-mail: havel@chemi.muni.cz 
‡ Department of Chemistry, University of the Witwatersrand, Private Bag 3, WITS 

2050, Johannesburg, South Africa; e-mail: ewa@aurum.chem.wits.ac.za; 

ignacy@aurum.chem.wits.ac.za 

 
*) Corresponding author 
 

Received on 12 October 2000, accepted on 10 November 2000 
 
Abstract 
Multivariate calibration based on a suitable experimental design (ED) and soft 

modelling with artificial neural networks (ANNs) is proposed for quantitative analysis 

of highly overlapped and disturbed differential pulse polarographic (DPP) peaks that 

occur in the region of a hydrogen evolution. It is demonstrated that analysis of 

mixtures, even if some of the constituents undergo an irreversible reduction and the 

background current varies significantly with a composition of a sample, can be 

quantified with reasonable accuracy using a combination of ED and ANNs. Examples 

of DPP examination of ZnII and CrIII mixtures and/or simultaneous determination of 

metal ions and a strong acid concentration are presented. The possibility of an on-

line monitoring is suggested. It is demonstrated that standard hard model based 

refinement procedures perform much worse than ANNs combined with ED and, in 

principle, proved to be unsuitable for the purpose.  
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1. Introduction 
Electrochemical methods are used more often now with a growing need of chemical 

speciation of metal ions in environmental samples. One of the problems in resolving 

a mixture of several metal ions by electroanalytical techniques is often extensive 

overlap of the electrochemical signals.1, 2 In many cases these might be in a form of 

broad and asymmetric responses. In addition, many environmental, industrial or 

biological samples are highly acidified.3, 4 This creates a second problem, e.g. a peak 

resolution and determination of metal ions in the region of a hydrogen evolution. 

The ANNs, the networks of artificial neurones, is a data processing system 

consisting of a large number of simple, highly interconnected processing elements in 

architecture inspired by the structure of the brain.5-7 The applications based on ANNs 

used for data processing are called ‘soft models’, i.e. the models are able to 

represent the experimental behaviour of the system when the exact description is 

missing or is too complex. That is in contrast to so-called ‘hard models’, where the 

formulas and equations are known and the systems are exactly described by these 

equations and the values of physico-chemical constants.8 The characteristics that 

make ANNs systems different from traditional computing are: (a) learning by 

example, (b) distributed associative memory, (c) fault tolerance and (d) pattern 

recognition.  

Examples of applications of ANNs in analytical chemistry include non-linear 

calibration curves modelling9-11 and quantitative analysis of multicomponent 

systems.13-15 Good reviews on ANNs for chemists were written by Zupan and 

Gasteiger.16–18 There are applications of ANNs in HPLC chromatography,19-21 

capillary electrophoresis,22 electrokinetic micellar chromatography,23 chiral 

separation,24,25 and in ion chromatography,26 for example. Anodic stripping 

voltammograms, in the form of well-shaped peaks of ZnII and CuII were analysed by 

ANNs in the presence of intermetallic compounds formation.27 A simultaneous 

determination of PbII and CdII in flow injection analysis with ANNs and DP 

voltammetric detection has also been demonstrated.28 It has been shown that ANNs 

can be used in the case of highly overlapping, gaussian-type peaks obtained from 

differential pulse anodic stripping voltammetry29 where negligible disturbance from 

the background current was observed, or in the potentiometric analysis of 

multicomponent solutions by nonselective sensors.30 



 

 

215 

In general, the ANNs processing can be performed using a conventional set of 

independent analysis. However, this could and possibly should be replaced by a 

statistically designed experimental protocol in which several factors are varied 

simultaneously. This multivariate approach reduces the number of experiments and 

improves statistical interpretation of results.31, 32 The use of chemometric 

experimental design (ED) can be beneficial in the evaluation of electrochemical data. 

Also experimental variables such as temperature, ionic strength or acidity can be 

included in the analytical process. In this work the use of artificial neural networks 

and experimental design is examined for the analysis of differential pulse 

polarographic signals that are not suitable for any quantitative or qualitative analysis 

by ‘conventional’ means employing hard models. As an example, the simultaneous 

analysis of: (i) zincII and the acidity of a solution on which the DPP curve was 

recorded, and (ii) a mixture of chromiumIII and zincII, when irreversible reduction 

process of chromiumIII results in completely indistinguishable signal from the 

reduction of zincII in acidic medium, is described.  

 

2. Experimental 
 

2.1. Reagents 
All reagents used were of analytical grade obtained from Merck. Triple distilled water 

used to prepare of solutions was from a quartz distillation system of Heraeus 

Quarzschmelze (Hanau, Germany). Stock solutions of ZnII and CrIII (0.01 M) were 

prepared by dilution from corresponding spectrophotometric standards. Acidity of 

samples was controlled by an addition of standardised nitric or perchloric acid. All 

experiments were performed at an ionic strength of 1 M in (H+, K+)NO3 or (H+, 

K+)ClO4 at 25ºC. 

 

2.2. Apparatus and software 
Differential pulse polarograms were obtained using the Autolab of EcoChemie 

(Utrecht, The Netherlands), the computerised electrochemical equipment joined with 

the electrochemical model 663 VA stand (Metrohm, Herisau, Switzerland). The 

system was operated and measurements performed using GPES2 software by 

EcoChemie. The multimode mercury electrode (Metrohm) was used as a working 

electrode in the mode of a static mercury drop. The reference and auxiliary electrode 
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were silver/silver chloride (3M KCl) and glassy carbon, respectively (both from 

Metrohm). High purity argon was used for oxygen removal and mixing of the 

solutions. Argon was passed over solutions when DP polarograms were recorded. 

Potential scan rate was 4 mV/s, pulse amplitude –50 mV and pulse duration 0.05 s. 

Drop time was set to 1 s. ANNs software used in this work was from the PDP 

package6 processed on a Pentium-IBM-PC computer. The networks used were 

multilayered feedforward neural networks using as a learning scheme the algorithm 

of the back-propagation (BP) of errors and the generalised ‘delta rule’6 for the 

adjustment of the connection weights.  

 

2.3. Procedure 
All experimental solutions were prepared by dilution of metal stock solutions and 

standardised acids with respect to constant ionic strength (1 M). The purified argon 

was purged for 10 minutes through the samples, each of 5 ml in volume. DP 

polarograms were recorded in the potential range –0.8 to –1.15 and –0.6 to –1.2 V 

for the determination of ZnII plus acidity of a sample, and ZnII plus CrIII, respectively. 

Measurements were repeated 2-3 times for each designed experiment. 

The recorded DP polarograms have been stored in an ASCII format data files. 

They were used to create (i) the calibration matrix of learning sets, by applying a 

chosen pattern of experimental design, and (ii) the test sets. No electronic smoothing 

or filtering of acquired data was used. BP networks with three layers were created 

and optimisation of the artificial neural network parameters was then carried out 

varying systematically their values until the ‘best’ network performance was achieved 

in order to optimise the conditions for low errors of the prediction. Every second point 

was taken from polarograms to create the network’s input layer. The hidden layer 

contained different number of neurones depending on the experiment’s complexity. 

In the final structure of ANNs the lowest number of neurones in the hidden layer was 

used that generated acceptable results. The output layer was equal to the number of 

concentrations determined. The learning rate was usually kept low, from 0.001 to 

0.005. To avoid an overtraining of ANNs, the training process was stopped when the 

change in the error was hundred times lower than calculated from the sum of 

squares of the differences between calculated and expected concentration values for 

the training set of solutions. 
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3. Results and Discussion 

 

3.1. Simultaneous determination of Zn(II) and acidity of a sample 
The calibration matrix for simultaneous determination of the zinc concentration and 

high acidity of a solution (from nitric acid) was constructed using an experimental 

design31, 32 composed of two factors and three levels (Figure 1). Polarograms 

recorded for the training set are shown in Figure 2; the central 6/0.3 point seen in 

Figure 1 (e.g. 6 × 10–5 M Zn2+ in 0.3 M HNO3) was recorded four times on separate 

samples as required by statistical validation of the ED employed. It is seen in Figure 

2 that the DP polarograms are not suitable for a quantitative evaluation of the zinc 

content by ‘traditional’ means. Moreover, one would not be able to estimate the 

acidity of the samples studied at all. The results of ANNs evaluation for testing points 

are given in Table 1. The good agreement between the actual and computed by 

ANNs concentrations was satisfactory after training with ANNs structure containing 

only 3 neurones in the hidden layer. The higher number of neurones in the hidden 

layer has not changed results significantly, but allowed the training process with the 

same ED to be achieved in shorter time with a lower number of epochs. A good 

agreement between expected and computed values was obtained even for the 

lowest zinc concentration in the most acidic solution. Note that from polarograms 

recorded on solutions containing the lowest content of zinc one would not be able to 

predict the presence of this ion in a sample. It is obvious that it should also be 

possible to determine zinc simultaneously with other ions, such as copper, cadmium 

or lead (they are reduced at more positive potentials), in a number of samples where 

an acid/peroxide digestion would be required (electrochemical analysis of samples 

containing organic matter). It is seen in Figure 2 that to attempt any quantitative 

evaluation of the zincII content by use of ‘traditional’ analytical approach the 

background current would have to be recorded first and subtracted from the 

polarogram recorded on a sample with zincII. This is not always possible when real 

samples are analysed. More importantly, however, the change in the background 

current in the absence and the presence of metal ions might take place, as is the 

case in this work. One can see in Figure 2 that the background current prior the 

reduction of zinc in unaffected by the zinc content, but at high and negative values of 

the applied potential the increase in the hydrogen evolution is observed with an 

increase in the zinc concentration. The use of ANNs not only eliminates the need of 
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Figure 1 Experimental factorial design 32 (training points are seen as circles) of the 
calibration set for the simultaneous determination of zincII and sample 
acidity. For every point of the matrix, the first and the second value stands 
for the concentration of zincII and the acid, respectively. 

 
 

 
Figure 2 DP polarograms for the calibration set used for the determination of zincII 

and acidity of a sample. Significant reduction of hydrogen ions is observed 
at most negative potentials. The contribution of the zinc ions reduction to 
the overall current is seen in the potential range between –1 and –1.1 V. 
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Table 1 Results from ANNs for the simultaneous determination of ZnII content and 

acidity of the test samples. ANNs was trained with the set of points seen in 
Figure 1. ∆ and stdev stand for the absolute error and standard deviation, 
respectively. 

 
[Zn2+] (x 10–5 M) [HNO3] (M) 

Added Found ∆ % error added found ∆ % error 

6 6 0 0 0.4 0.399 0.001 0.25 

4 4.1 0.1 2.5 0.25 0.253 0.003 1.20 

7 7.1 0.1 1.43 0.25 0.255 0.005 2.00 

6 6.4 0.4 6.67 0.375 0.382 0.007 1.87 

8 8.5 0.5 6.25 0.375 0.380 0.005 1.33 

6 5.9 0.1 1.67 0.375 0.385 0.010 2.66 

3 3.2 0.2 6.67 0.375 0.384 0.009 2.40 

7 7.2 0.2 2.86 0.25 0.257 0.007 2.80 

Average error: 

Stdev: 

3.51 

2.64 

Average error: 

Stdev: 

1.81 

0.86 

 

the background current subtraction, but also allows to estimate the acidity of the 

sample studied with reasonable accuracy (with an error of about 2 %). One should 

note that the trained ANNs generate the output (here, the concentration of zinc and 

hydrogen ions) immediately. This, as well as the results discussed above, indicates 

the possibility of an on-line monitoring of a composition of acidic solutions. It is 

reasonable to assume that ANNs could also be used for the simultaneous 

determination of acidity and significantly lower zinc (or other metal ion) concentration 

by use of stripping voltammetry employed either in anodic or cathodic mode. It is well 

known that accurate measurement of p[H], or an acid content, by glass electrodes, 

when work is performed in the low p[H] region, is rather difficult task. Note that ANNs 

predicted the acid concentration to the third decimal place of the molar concentration 

(Table 1). This suggests an indirect use of ANNs to monitor p[H] of highly acidic 

solutions (e.g. in plating industry) from the polarographic measurement; a 

measurement that is p[H]-dependant, such as that discussed in this work. 
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3.2. Determination of Cr(III) - Zn(II) mixtures in the region of hydrogen 
evolution 

 
3.2.1. Analysis by soft model (ANNs) 
Several experimental designs were used to construct the calibration matrix for the 

resolution of chromiumIII and zincII in 1 M perchloric acid, namely a central point 

composite design and two factorial designs (three level 32 and five level 52). The 

central training point was replicated four times in every design. Better results were 

obtained for factorial designs (32 and 52) and they were used for the final analysis of 

the test solutions. 

Figure 3 shows the composition of the calibration matrix and concentrations of 

both metal ions for every training point (square) in the experimental design with a set 

of selected test points (circles) that are discussed below. For the matrix composed of 

52 points the highest Cr : Zn concentration ratio was 50. The DP polarograms 

recorded for the calibration solutions are shown in Figure 4. 

One can easily distinguish five subsets of curves in Figure 4 that are grouped around 

the particular concentration of chromium; this is not surprising as the samples 

contained a significant excess of chromium. The increase in the reduction current is 

almost identical within a subset of curves. The decrease in the reduction current 

(prior the reduction current attributed to the hydrogen evolution) for all curves 

recorded depends on the content of zinc in a sample. However, from the shape of 

polarograms one is unable to predict the presence of the two metal ions in a solution; 

the contributions from each metal ion are indistinguishable. It means that it would be 

impossible to predict the presence of the two metal ions in a solution just from the 

inspection of recorded polarograms. It is also seen that the DPP process(es) is/are 

highly irreversible. It was interesting to see whether the use of ANNs would allow 

quantifying these two metal ions with reasonable accuracy at all and, in particular, for 

samples that contained the concentrations of zinc and chromium not included in the 

training set. It was established that the best agreement between expected and 

computed values could be obtained from the ANNs structure containing 9 hidden 

neurones. Also with 13 hidden neurones similar results were obtained (the training 

process took about 3 hours using learning rate from 0.001 to 0.01).  
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Figure 3 Experimental factorial designs 52 and 32 (training points are seen as (□)) of 

the calibration sets used for the simultaneous determination of zincII and 
chromiumIII in 1 M perchloric acid. Selected test points are seen as (•). 

 

 
Figure 4 DP polarograms for the calibration set used for the simultaneous 

determination of zincII and chromiumIII in 1 M perchloric acid; factorial 
design 52. 
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Table 2 shows the results for predicted and actual concentrations of the ten-

point test set. It is seen that both metal ions could be quantified with similar and 

reasonable accuracy. When the complexity of the electrochemical process and the 

shape of the electrochemical signal are taken into account then the results obtained 

can be regarded as highly satisfactory. 

The solutions from the central part of the five level factorial design (seen as a 

thick frame in Fig. 3, including the central point) were used to construct the three 

level factorial design. The highest Cr : Zn concentration ratio was in this case 20. The 

training of ANNs, at the same conditions as above, gave good results already for 5 

hidden neurones. Accuracy in the computed concentrations was better in this case 

(Table 3). This clearly indicates that one can use an appropriate ED that is most 

suitable for particular application, depending on the expected or required accuracy in 

the evaluated values. 

 

Table 2 Results from ANNs of the simultaneous determination of ZnII and CrIII in 1 
M HClO4 from the calibration matrix 52 seen in Figure 3. ∆ and stdev stand 
for the absolute error and standard deviation, respectively. 

 
[Zn2+] (x 10–5 M) [Cr3+] (x 10–5 M) 

Added found ∆ % error added found ∆ % error 

3 2.8 0.2 6.7 30 29.6 0.4 1.3 

6 5.9 0.1 1.7 30 28.0 2.0 6.7 

4.5 4.3 0.2 4.2 45 43.5 1.5 3.3 

8 8.4 0.4 5.0 50 46.8 3.2 6.4 

3 2.8 0.2 6.7 60 58.3 1.7 2.8 

9 9.2 0.2 2.2 60 61.8 1.8 3.0 

5 4.6 0.4 8.0 70 73.2 3.2 4.6 

7 7.3 0.3 4.3 70 74.0 4.0 5.7 

6 6.2 0.2 3.3 90 92.6 2.6 2.9 

9 9.3 0.3 4.4 90 95.0 5.0 5.6 

Average error: 

Stdev: 

4.7 

1.8 

Average error: 

Stdev: 

4.2 

1.5 
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From the analysis of data seen in Tables 2-3 it appears that the errors are 

randomly distributed; there is no apparent relationship between the error and either 

the chromium or zinc concentration. For example (from an analysis of data in Table 

2) the largest error (8 %) for zinc happened to be for a solution 5 ×10–5 M Zn2+, 

whereas for samples containing 6 ×10–5 M Zn2+, the errors in the zinc content 

predicted by ANNs were 1.7 and 3.3 % in the presence of 3 ×10–4 and 9 ×10–4 M 

Cr3+, respectively. In case of chromium, the smallest error (1.3 %) was obtained for a 

sample with the lowest CrIII content. It is known that when hard model based 

optimisation procedures are used then the smallest error in estimated concentration 

would be expected for a sample with the highest metal ion concentration when only 

random errors are present. The random distribution of errors for both metal ions is 

important as it suggest the possibility of an on-line monitoring of these two 

components and the concentrations evaluated by ANNs should be within few 

percent, regardless on the absolute content of a metal ion in a sample. This could be 

hardly expected from hard models. 

 

Table 3 Results of the simultaneous determination of ZnII and CrIII in 1 M HClO4 
from the calibration matrix 32 seen in Figure 3. ∆ and stdev stand for the 
absolute error and standard deviation, respectively. 

 
[Zn2+] (x 10–5 M) [Cr3+] (x 10–5 M) 

Added found ∆ % error added found ∆ % error 

8 8.6 0.6 7.5 50 52.3 2.3 2.4 

5 5.3 0.3 6.0 70 73.1 3.1 4.3 

7 7.2 0.2 2.8 70 73.8 3.8 5.4 

6.5 6.4 0.1 4.5 50 50.4 0.4 0.8 

4.5 4.5 0 0 45 45.0 0 0 

7 7.1 0.1 1.4 50 49.2 0.8 1.6 

5.5 5.5 0 0 75 71.0 4.0 5.3 

5 4.8 0.2 4.0 70 66.9 3.1 4.4 

7.5 8.0 0.5 6.7 75 77.6 2.6 3.5 

6 6.1 0.1 1.5 60 63.1 3.1 5.2 

Average error: 

Stdev: 

3.4 

2.3 

Average error: 

Stdev: 

3.3 

2.2 
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3.2.2. Analysis by hard model 
It was of great interest to see whether one could obtain similar (or better) results with 

a use of 'standard' hard model based optimisation procedures that are commonly 

employed in non-linear curve fitting operations. An evaluation of selected training and 

test points, used in the analysis of the samples by ANNs, is of interest now. The test 

points seen in Figure 3 as circles, arranged, together with appropriate training points, 

were arranged in two subsets of points. 

The first subset of points is connected with the dashed line seen in Figure 3. 

These points were selected as they should, in principle, allow constructing two 

calibration curves (for zinc and chromium). Note that for all those points the [Cr]:[Zn] 

ratio is fixed and equal to 10. Each experimental polarogram was fitted33 with two 

curves for the reduction of Zn and Cr plus a background current. In each case it was 

possible to fit experimental curves quite well. However, the fitting operation resulted 

in several and significantly different values of Ep, Ip and w1/2 (all these symbols have 

common meaning in DPP) for each component (Cr and Zn) with very much the same 

goodness of fit. One must remember that in a search for a global minimum during the 

refinement operation, it is necessary to repeat optimisation process for the same 

experimental curve several times with different initial values of fitted parameters. 

Because several different values were obtained for the same fitted parameters for 

each polarogram, an attempt was made to choose refined Ip values in such a way 

that one could construct as good as possible calibration plots. Results obtained are 

seen in Figure 5 and Table 4. 

Unfortunately, it was impossible to obtain the straight calibration plot for zinc 

when hard model based refinement procedures were used. Circles seen in Figure 5, 

together with the fitted solid line described by a polynomial provided on the same 

Figure, represent refined Ip for the training points along the dashed line seen in 

Figure 3. The quantitative analysis of zinc for several test points is provided in 

Table 4.  
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Figure 5 Variation in the peak height (obtained from the hard model fitting 

procedure) for zinc (○ and X) and chromium (□ and ∗). For more 
information see in the text. 
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the best optimised values, as for most training and testing points very different results 
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the refined Ip value was large and negative; this result suggests the absence of zinc 

in the sample. However, for the same test point the expected and found by ANNs 

values were 3 × 10–5 and 2.8 ×10–5 M Zn2+, respectively. Also for the test point with 

higher zinc content of 7 ×10–5 M, results obtained from the hard model were very bad 

(expected and refined Ip were 104.5 and 402.8 nA, respectively). For the same 

sample ANNs made an error in the estimates for zinc and chromium of 4.3 and 5.7 

%, respectively.  

y = 7.58x

y = 7.33x

y = -0.02x4 + 0.76x3 - 8.39x2 + 45.04x

0

20

40

60

80

100

120

140

0 2 4 6 8 10
[Zn] / E-5 M

C
ur

re
nt

 / 
nA

 (Z
n)

0

100

200

300

400

500

600

700

800
0 20 40 60 80 100 120

[Cr] / E-5 M

C
ur

re
nt

 / 
nA

 (C
r)



 

 

226 

Table 4 Quantitative analysis of ZnII and CrIII contents for the selected training and 
test points seen in Figure 3 by a standard hard model based optimisation 
procedures. Values in the first column indicate concentrations (10–5 M) of 
ZnII and CrIII. For more details, see the text. 

 
 Zinc Chromium 
(a) - points from the training set along the dashed line in Figure 3 

Training point Ip / nA Ep / V w1/2 / V Ip / nA Ep / V w1/2 / V 

2 / 20 56.3 -1.015 0.067 168.3 -0.978 0.180 

4 / 40 95.3 -1.018 0.070 299.6 -0.983 0.175 

4 / 40 92.3 -1.018 0.068 303.2 -0.984 0.174 

6 / 60 92.3 -1.011 0.071 439.5 -0.976 0.169 

6 / 60 95.3 -1.011 0.072 439.5 -0.976 0.169 

8 / 80 115.9 -1.013 0.063 612.6 -0.971 0.166 

10 / 100 121.3 -1.015 0.059 770.2 -0.970 0.166 

(b) - points from the training set along vertical middle line in Figure 3 

6 / 20 88.5 -1.014 0.066 178.9 -0.985 0.188 

6 / 40 138 -1.017 0.073 314.4 -0.984 0.177 

6 / 60 92.3 -1.011 0.071 439.5 -0.976 0.169 

6 / 80 80.0 -1.014 0.058 594.9 -0.968 0.165 

6 / 100 96.2 -0.998 0.109 690.3 -0.964 0.168 

6 / 100 44.2 -1.018 0.040 754.2 -0.968 0.165 

 

(c) – selected test points 

 Ip / nA Ip / nA 

Tests points Expected Refined Expected Refined 

3 / 30 78.0 Negative value 227.5 394.3 

4.5 / 45 91.6 90.0 341.2 506.0 

7 / 70 104.5 402.8 530.8 441.6 

9 / 90 116.0 147.5 682.4 704.3 

 

The difficulty in obtaining reasonable estimates from the hard model might be 

understood better when curves in Figure 6A are analysed. Curve 1 and 2 represent 

the samples with 3 × 10–5 plus 3 × 10–4 M, and 6 × 10–5 plus 9 × 10–4 M, of ZnII and 
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CrIII, respectively. The overall fit for most of the curves was good and similar to that 

observed in Figure 6. Points and solid lines represent the experimental and fitted 

overall polarographic current, respectively. It is seen that the contribution to the 

overall current comes mainly from the irreversible (see the peak width w1/2 for 

chromium in Table 4) reduction of chromium. The contribution of zinc to the overall 

reduction current was rather small. In case of hard model based refinement 

procedures it was difficult to evaluate the contributions from both metal ions and the 

background current. Just as an example, the contributions to the overall current 

(curve 1) coming from each component (reduction of chromium, zinc and the 

background current) are seen as dotted lines in Figure 6A. In case of curve 2, one 

cannot visually estimate a contribution from the reduction of zinc at all. This has not 

been a problem when ANNs was used to evaluate the concentrations of both metal 

ions even though the shape of the background current varied between experimental 

curves. The large uncertainty in the refined values by the hard model can be 

appreciated from the straight vertical line seen in Figure 5. This line indicates the 

spread in the refined values in Ip (marked with X) for the same zinc concentration of 6 

×10–5 M, but coming from different samples with increasing concentration in 

chromium. These samples are represented by squares and circles linked with a solid 

vertical line in the middle of the experimental design seen in Figure 3. It was possible 

to obtain a reasonable straight calibration plot from the selected refined values of Ip 

for CrIII (see the dotted line with squares in Figure 5). Squares represent the 

estimated current from training points placed along dashed line in Figure 3. From the 

analysis of the second subset of training points seen in Figure 3 at the zinc 

concentration of 6 × 10–5 M another calibration plot was obtained for CrIII (dashed line 

in Figure 5). Calibration plots seen in Figure 5 were obtained from the hard model 

based refinement operation and only ‘the best’ points were selected. Often several 

and very different refined values were obtained from the analysis of a single 

polarogram. To indicate this, two values of the estimated Ip for chromium are seen as 

asterisks in Figure 5 for the chromium concentration of 1 ×10–3 M. In general, the 

estimates in the chromium content obtained from the hard model were better for CrIII 

(but not satisfactory) than those obtained for zinc. 
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Figure 6 Examples of experimental polarograms (points) for: (A) a mixture of zinc 
and chromium; (B) chromium only. Solid curves - calculated polarograms 
with parameters obtained from the hard model. Dotted lines are 
components of the overall polarographic current for curve 1. 

 

One can see that the shape of polarograms for the mixtures of zinc and chromium 

(Figure 6A) and for chromium only (Figure 6B) is very much the same, particularly for 

a higher chromium content. Here again, ANNs had no problem to estimate both 

components with acceptable accuracy. Opposite is true in case of the hard model. 

When refined values were taken (without an attempt of constructing a straight line) 

then results obtained for the test points of chromium were unacceptable at all - see 

Table 4. 

From the above, it is clear that the hard model based refinement operations 

cannot be employed when an accurate estimate of chromium and zinc contents in an 

acidic medium is of interest. It seems obvious that the hard model would not be 

suitable for an on-line monitoring of these two elements either. On the other hand, 

ANNs shows a promise in conventional and in potential on-line applications when a 

direct analysis of samples is difficult. As a matter of fact, ANNs can also be employed 

in a straightforward analysis of samples. 
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4. Conclusions 
The results obtained in this work have demonstrated that using ANNs as a soft 

calibration method the resolution and quantitative analysis of highly overlapped, 

irreversible and asymmetric electrochemical signals that also might be disturbed by a 

hydrogen evolution, is possible. In this respect, ANNs proved to be much more 

powerful, reliable and more convenient tool than the hard model based refinement 

procedures that proved to be useless in the cases discussed in this work. The 

computed by ANNs results, if required, can be improved by the use of appropriate 

experimental design when higher accuracy is expected. The method described has a 

general application, not only in electrochemistry, and provides new possibilities for an 

analysis of highly acidic samples, or more generally, highly disturbed by the 

background current and/or electron transfer electrochemical signals without a need of 

intervention in a sample treatment. It is important to note that the trained ANNs 

structure generates results of a sample immediately after the reading of a data file. 

This feature suggests a possibility of an ‘on-line’ control of, for example, plating 

solutions or waste control of industrial effluents. 
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