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Public perception of “declining standards” in school-leaving examinations often accompanies increases in pass rates in school-

leaving examinations. “Declining standards” to the public means easier examination papers. The present study evaluates a 

South African attempt to estimate the level of difficulty, as distinct from cognitive demand, to exit-level examination papers 

in Life Sciences. A team of four expert raters assigned a level of difficulty ranging from 1 (easy) to 4 (very difficult). Invalid 

items were assigned a difficulty level of 0. The reference point was “the ideal average South African learner.” Discussion and 

practice was conducted for 12 examination papers, followed by individual analysis of four examination papers. Inter-rater 

agreement for the final four papers was low. Raters assigned most items to difficulty levels 1 and 2, indicating that unreliability 

may be caused by the instrument having too many levels. Raters’ predictions of levels of difficulty supported the actual mark 

distribution for private school candidates, but not for public school candidates. The “ideal average South African learner” is 

an unsuitable reference point in the unequal educational landscape of the public school system. We recommend that the 

instrument be modified by reducing the number of levels of difficulty and removing the hypothetical reference point. 
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Introduction 

Exit-level examinations at the end of schooling play a powerful role in life opportunities for students, with the 

results determining whether a student qualifies for entrance to higher education, employment, or whether a 

qualification is accredited by other countries (Leyendecker, Ottevanger & Van den Akker, 2008). Comparing the 

standards of different qualifications or across years within the same examining body is usually a subjective 

judgement of the whole qualification made by expert analysts (Eckstein & Noah, 1989; Leyendecker et al., 2008). 

Umalusi Council for Quality Assurance in General and Further Education has developed an objective method for 

comparing the standards of examination papers in the National Senior Certificate (NSC) across years. The present 

study evaluates the reliability of Umalusi’s method of comparing the level of difficulty of Life Sciences 

examinations in the NSC. It does so by analysing inter-rater agreement among four raters when they independently 

rated the levels of difficulty of individual examination questions. The findings have implications for the reliability 

of expert rating as a technique for comparing standards of examinations in other subjects and contexts. 

Comparability of difficulty in examination papers has been an ongoing problem in large-scale, high-stakes 

examinations in other parts of the world (Coe, 2008; Crisp & Novaković, 2009). In South Africa and in Britain, 

rising pass rates lead to public accusations that “standards have fallen” and the examinations must be easier than 

previous examinations (see, for example, Davis, 2016; Jansen, 2017; Paton, 2011). Jansen (2017:para. 2) wrote 

in a newspaper article: “Passing Grade 12 in South Africa is actually quite easy, and it means very little. The 

standards are low and the marks are adjusted upwards for most subjects.” 

South Africa has experienced curriculum revisions and changes in the structure of the exit level examinations 

at the end of Grade 12 between 1994 and the present (Department of Basic Education [DBE], Republic of South 

Africa, 2014b). Improving education was a priority of the post-apartheid government, and the pass rate in the exit-

level examinations became the primary indicator of how well that goal was being achieved (DBE, Republic of 

South Africa, 2014b). By 2013, when the pass rate peaked at 78.3%, public and professional concerns about the 

standard and quality of the examinations were raised (DBE, Republic of South Africa, 2014b). 
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Figure 1 Pass rates (% of total candidates) for the NSC 2008–2016 (Figures from DBE, Republic of South 

Africa, 2016:36) 

 

Given the high status of the exit-level 

examination results and the political imperative to 

improve the pass rate, it was important to 

demonstrate to the public and tertiary institutions 

that a rising pass rate is due to improved learning 

rather than lower standards of the examinations. 

Comparing national standards year-on-year is only 

valid post-2008, which was the first year in which 

all students wrote the same national examinations, 

based on the same curriculum, and received the 

National Senior Certificate (NSC). The minimum 

requirements for a pass in the NSC are 40% in three 

subjects, one of which must be Home Language, and 

30% in a further three subjects. Students may fail 

one of the seven subjects. The Home Language may 

be any one of the eleven official languages of South 

Africa (DBE, Republic of South Africa, 2014b). 

Figure 1 shows the pass rates from 2008–2016. 

Public criticism of the 18% increase in pass 

rates over the period 2009–2013 led to the Minister 

of Basic Education commissioning an independent 

task team to report on the standard and quality of the 

NSC. It released its report in June, 2014. One of its 

key findings was that the standard and quality of the 

NSC was improving (DBE, Republic of South 

Africa, 2014b), although there were still serious 

concerns about aspects of the examination process. 

The contrasting views of the ministerial task team 

and public critics point to different understandings 

of what we mean by “standards.” The problem of 

how the British press and public understand 

“examination standards” is the subject of several 

research papers (see, for example, Baird, Cresswell 

& Newton, 2000; Coe, 2010). Baird et al. (2000) 

conclude that judging standards is a subjective 

process, influenced by the values of the person who 

makes the final decision. 

The changing pass rates in South Africa over 

the period 2008–2016 have been influenced by 

circumstances. A new curriculum (the National 

Curriculum Statement, or NCS) was examined for 

the first time in 2008. Thus, increasing pass rates 

from 2009 onwards could be attributed to in-

creasing familiarity with the NCS and the style of 

the examination papers, thereby decreasing the 

difficulty of the examinations. As from 2014, all 

examinations were set on a revised NCS, known as 

the Curriculum and Assessment Policy Statement 

(CAPS). 

The South African exit-level examinations are 

rigorously monitored by Umalusi. To compensate 

for unanticipated variations in the mark dis-

tribution, a standardisation process sees the marks 

for the current year adjusted to match the average 

frequency distribution curve for the previous three 

to five years (Umalusi, 2016). In 2016, marks for 28 

of the 58 subjects were adjusted upwards, and four 

subjects were adjusted downwards (Davis, 2016). 

Similar adjustments in 2015 were justified on the 

grounds that the examination papers were 

“demonstrably more difficult” than previous years’ 

papers (Umalusi, 2015e). The large-scale upwards 

adjustments in 2016 were criticised by many 

commentators, including opposition politicians 

(Davis, 2016) and commentators (Jansen, 2017), on 

the grounds of declining standards of the exami-

nation papers. 

 
Life Sciences in the NSC 

Life Sciences has an enrolment of close to 300,000 

students in the NSC. It was first examined in 2008. 

A second, revised Life Sciences curriculum was 

examined in 2011. The NCS-CAPS, first examined 

in 2014, was the third revision of the Life Sciences 
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curriculum since 2008. Notwithstanding the nu-

merous curriculum changes, the proportion of 

candidates meeting the minimum pass requirement 

of 30% has remained relatively constant, as shown 

in Figure 2. 

Figure 2 shows that examination of new 

curricula in 2008, 2011 and 2014 did not adversely 

affect the pass rates for those years. However, the 

official pass rate is released after standardisation has 

been applied. The final mark is a combination of 

examination marks, school-based assessmenti 

marks, language compensationii and standardisation 

(DBE, Republic of South Africa, 2014b). Figure 2 

shows the raw pass rates for 2010–2013, which are 

the only available figures (DBE, Republic of South 

Africa, 2014b). Adjusted scores do not give a true 

indication of the difficulty of examinations, but the 

available raw scores indicate fluctuation in per-

formance over the period 2010–2013. This could be 

ascribed to variation in the levels of difficulty of the 

examinations. 

 

 
 

Figure 2 Adjusted pass rates (% of total candidates) for NSC Life Sciences 2008–2016 (DBE, Republic of 

South Africa, 2016:51; Umalusi 2015d:89). Raw pass rates for 2010–2013 only (DBE, Republic of South 

Africa, 2014b:167). 

 

Several studies have compared the South 

African NSC curriculum and final examinations 

with other exit-level examining bodies. Umalusi, 

together with Higher Education South Africa 

(HESA), benchmarked the NSC against the Cam-

bridge International Examinations, the International 

Baccalaureate and the Namibian Senior Secondary 

Certificate. NSC Life Sciences examinations were 

rated as less difficult than Cambridge AS and A-

level, and International Baccalaureate Higher Level. 

However, they were judged to be more difficult than 

International Baccalaureate Standard Level, Cam-

bridge International General Certificate for Second-

ary Education (IGCSE) and Namibian Higher Level 

and Ordinary Level (Grussendorff, Booyse & Bur-

roughs, 2010). 

The South African Department of Basic 

Education conducted benchmarking exercises with 

Cambridge International Examinations, the Scottish 

Qualification Authority (SQA) and the Board of 

Studies, New South Wales in 2010 and 2012 (DBE, 

Republic of South Africa, 2014b). In both years, 

external evaluators identified considerable prob-

lems with Life Sciences examination papers, in 

which the level of questioning was deemed too low, 

with too many closed questions. The SQA report in 

2012 identified low cognitive challenge in the Life 

Sciences examinations, citing too many closed 

questions, very easy questions related to datasets 

and graphs, too few questions requiring knowledge 

of experimental procedure, insufficient development 

of scientific literacy, and short reading passages. All 

three examining bodies recommended that the 

examination papers ought to include critical 

thinking skills (DBE, Republic of South Africa, 

2014b). 

HESA evaluated the curriculum and exami-

nations of 14 NSC subjects in 2012. The evaluators 

were subject specialists from 11 South African 

universities. The findings for Life Sciences were 
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that questions were mostly set at low cognitive 

levels, with very few higher order questions, which 

is considered to be essential for higher education 

(DBE, Republic of South Africa, 2014b). 

Benchmarking studies therefore concur in 

expressing concern about the standard of Life 

Sciences examinations in the NSC. In the face of 

growing public criticism and poor external eva-

luations, it became imperative to track the level of 

difficulty of examination papers. 

 
Distinguishing between Difficulty and Cognitive 
Demand 

Difficulty is defined as “an empirical measure of 

how successful a group of students were on a 

question” as distinct from cognitive demand, which 

is defined as “the ‘mostly’ cognitive mental 

processes that a typical student is assumed to have 

to carry out in order to complete the task set by a 

question” (Pollitt, Ahmed & Crisp, 2007:169). 

Cognitive demand is described by a taxonomy such 

as Bloom’s Taxonomy. Difficulty is derived from 

the ability of a student and the difficulty of the 

assessment task (Stiller, Hartmann, Mathesius, 

Straube, Tiemann, Nordmeier, Krüger & Upmeier 

zu Belzen, 2016). Although level of difficulty is 

affected by cognitive demand, it is possible for items 

to have low cognitive demand but high level of 

difficulty and vice versa. It is clear from Davis’ 

(2016:para. 9) open letter to the Chief Executive 

Officer of Umalusi that he conflates cognitive 

demand with level of difficulty, by saying “… 

adjusting the raw mark upwards is justified if the 

exam paper was demonstrably more difficult (i.e. 

more cognitively demanding) than previous years.” 

The difference between cognitive demand and 

level of difficulty is illustrated by the following item 

from the Trends in International Mathematics and 

Science Study (TIMSS) 2003. 

 

 

South African 8th Grade students who an-

swered this question were divided into two groups, 

based on the apartheid classification of their schools: 
1. Those who attended schools that were previously 

reserved for black African children (n = 1,019 

students). 

2. Those who attended schools that were previously 

reserved for Indian, coloured and white children 

(n = 212 students). 

In Group 1, 19.6% of students selected the correct 

answer, while 45.8% of Group 2 students answered 

correctly. The question had the same cognitive 

demand for both groups, but was clearly more 

difficult for Group 1 students than Group 2 students 

(Dempster, 2007). 

 
Factors Impacting Level of Difficulty 

According to Pollitt et al. (2007), level of difficulty 

is most reliably estimated by analysing the scores 

obtained by students after completing an assess-

ment task. Baird et al. (2000) list the challenges 

associated with comparing standards of exami-

nations both before and after examination results are 

known. The difficulty of a question can vary for 

different cohorts of students, and over time (Crisp & 

Novaković, 2009). Coe (2010) lists many factors 

that could affect the difficulty of an examination, 

such as school type, quality of teaching, student 

motivation, gender, time devoted to the subject and 

level of interest in the subject. The diversity and 

inequity in South African schools creates an 

environment where “difficulty” is relative to a 

multiplicity of contextual factors. 

Stiller et al. (2016) identified three features of 

multiple choice questions assessing scientific 

reasoning that increased item difficulty, namely: 

length of response options, use of specialist terms, 

and processing abstract concepts. One feature 

decreased item difficulty, viz.: processing data from 

tables. Stiller et al. (2016) recognised that 

processing abstract concepts is part of cognitive 

demand, which in turn contributes to item difficulty. 

Dempster and Reddy (2007) found that sentence 

complexity (number of words per sentence) was 

associated with poor performance of South African 

students answering multiple choice questions in the 

TIMSS 2003 study. The number of unfamiliar words 

(usually scientific terms) also contributed to 

difficulty, but its effect alone was not large enough 

to be significant. 

Although no taxonomy of levels of difficulty 

exists, Leong (2006) proposed four locations in a 

test item where difficulty may reside. These were 

content difficulty, stimulus difficulty, task diffi-

culty, and expected response difficulty. Task 

difficulty includes the cognitive demand of a test 

item, under the assumption that lower order 

cognitive processes are generally easier than higher 

order cognitive processes. Leong also identifies 

invalid moderators of difficulty, which impede or 

confound the measurement of a construct. 

Grammatical errors in the question, unclear mark 

allocation, and incongruence between mark scheme 

and question are a few examples of invalid 

questions. 

The burning of fossil fuels has increased the carbon dioxide content of the atmosphere. What is a possible effect that the 

increased amount of carbon dioxide is likely to have on our planet? 

A. A warmer climate 

B. A cooler climate 

C. Lower relative humidity 

D. More ozone in the atmosphere 
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Estimating Item Difficulty 

Item response theory (IRT) has enabled a difficulty 

level to be assigned to test items by calibrating those 

items with a large number of students (Wauters, 

Desmet & Van den Noortgate, 2012). Coe (2008) 

used Rasch analysis to compare the levels of 

difficulty of different subjects in the General 

Certificate in Secondary Education (GCSE) 

examinations. Coe proposed that the comparisons 

are useful to identify an underlying construct, which 

he identified as “general academic ability.” Coe 

found that GCSE subjects were not equivalent in 

terms of level of difficulty, but that a single trait, 

which he termed ‘general achievement,’ explained 

83% of the observed variation in performance in 34 

subjects. Coe (2010) proposed that comparability of 

examinations could be achieved by identifying the 

common construct revealed by performance in the 

examinations. 

Wauters et al. (2012) claim that IRT is the most 

accurate measure of item difficulty. However, IRT-

based calibration with a large sample size is not 

always possible in real assessment settings. They 

compared six alternative methods of estimating 

difficulty with IRT-calibrated results: proportion of 

correct answers, learner feedback, expert rating, 

one-to-many comparison (learner) and the Elo 

rating system. Not surprisingly, they found that the 

proportion of correct answers was the most closely 

related to IRT-calibrated difficulty estimates. Expert 

rating was the fourth most reliable measure of 

difficulty out of the six alternative methods. 

The year 2014 marked a change in curriculum 

for the South African NSC, with the first exami-

nations based on the NSC-CAPS curriculum. IRT-

based calibration of test items was not possible 

because no previous examination questions based on 

the new curriculum were available. Umalusi’s 

standardisation committee did not have historical 

norms on which to base its decisions. Umalusi 

therefore contracted teams of expert analysts to rate 

the level of difficulty of examination papers in a 

number of subjects before examination results were 

available. The method used matched Wauters et al.’s 

(2012) expert rating method of estimating difficulty. 

Recognising that cognitive demand and level 

of difficulty are separate attributes of examination 

questions, Umalusi developed an instrument which 

requiring teams of expert raters to allocate each item 

on the examination papers to a type of cognitive 

demand, and separately to a level of difficulty 

(Umalusi, 2015b). Each team’s report contributed to 

Umalusi’s standardisation committee’s decisions. 

This paper evaluates the reliability of expert rating 

of difficulty by analysing inter-rater agreement 

among four expert raters for Life Sciences. If raters 

achieve a high level of agreement, expert rating is a 

reliable method of estimating difficulty of 

examination questions. If raters do not achieve a 

high level of agreement, expert rating is unreliable. 

Reasons for unreliability must then be sought. 

 
Method 

In South Africa, two major examining bodies offer 

exit-level examinations in Life Sciences. Private 

schools are fee-paying schools and constitute a small 

proportion of the schools in the country. Most public 

schools are fee-free, although a few are semi-

independent of the state and charge fees. Both 

private and public schooling systems follow the 

same curriculum. The private Independent 

Examinations Board (IEB) and the public Depart-

ment of Basic Education (DBE) set and administer 

examinations independently, but all examination 

papers are quality controlled by Umalusi. 

Candidates for both examining bodies write 

two theory examination papers in Life Sciences. The 

examination papers follow the same format, but 

each paper tests knowledge and skills related to 

different topics in the curriculum. 
Section A: Multiple choice and other questions 

requiring short answers (50 marks); 

Section B: A variety of questions requiring 

interpretation of diagrams or data, short written 

answers to specific questions, and graph-drawing 

(80 marks); 

Section C: Essay (20 marks). 

Umalusi tasked a team of four expert raters with 

estimating the level of difficulty of the 2014 

examination papers compared with the levels of 

difficulty of examination papers of the previous 

three years (Umalusi, 2015b). The team comprised 

one Life Sciences teacher from each of a Quintile 5 

public school (rater TD) and an independent school 

(rater TI), and one subject advisor for Life Sciences 

in public schools (rater SA). The team leader, a 

university academic (rater UA), has considerable 

experience in evaluating the cognitive demand and 

level of difficulty of Life Sciences examination 

papers. Rater TD had also participated in several 

previous evaluations of the standard of Life Sciences 

examination papers. Raters SA and TI were new to 

the process. The team therefore represented a 

diversity of professional experience of the South 

African educational landscape.  

The evaluation team was required to make a 

judgement on a scale of 0–4 of the level of difficulty 

of each item. An item was defined as the smallest 

unit of a question on each examination paper. The 

task required raters to estimate levels of difficulty 

for a student of average intelligence who was 

assumed to have studied the whole syllabus and been 

taught by a competent teacher (Umalusi, 2015b). 

Items that contained invalid sources of difficulty 

(Leong, 2006) were scored as 0. Level 1 in the scale 

of difficulty was “easy” for the average student to 

answer, 2 was “moderately challenging,” 3 was 

“difficult” and 4 “very difficult.” Level 4 items 

would discriminate the highest-achievers from other 
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students (Umalusi, 2015b). The task asked raters to 

consider four sources of difficulty proposed by 

Leong (2006), namely content difficulty, stimulus 

difficulty, task difficulty and expected response 

difficulty (Umalusi, 2015b). 

The evaluation team met and discussed 

possible contributors to levels of difficulty. Reliance 

on specialist terminology, concepts that students 

traditionally find difficult, abstract concepts, and 

clarity of the wording of questions were identified as 

factors contributing to difficulty. 

The team analysed three past papers together 

as a group in October 2014. Each item on each 

examination paper was assigned a level of difficulty 

after discussion. The team then separated, and 

analysed a further nine past papers independently. 

Individual analyses were collated by the team 

leader, who identified items where less than three 

raters agreed. At a second meeting in November 

2014, the team revised their analyses until they 

reached closer consensus on levels of difficulty. The 

team worked well together, and discussions were 

conducted in a cordial manner. 

The final four papers of December 2014 were 

analysed by each team member working in-

dependently. Results were used for statistical testing 

of inter-rater agreement after the intensive practice 

in October and November. Analysts also completed 

a questionnaire in which they were asked how 

difficult it was to assign a level of difficulty to a 

question, and whether they referred to criteria to 

decide. 

 
Statistical Analysis 

Measures of inter-rater agreement have been applied 

in various fields to assess inter-rater reliability 

(Fleiss, Levin & Paik, 2003). Gwet’s Agreement 

Coefficient (AC1) can be applied to multiple raters 

and multiple-item responses on a nominal scale 

(Gwet, 2014) and was the most suitable coefficient 

of inter-rater agreement in the present study. 

Furthermore, Gwet’s AC1 statistic is stable when 

ratings are skewed towards marginal response 

categories as was the case in this study (e.g., high 

frequencies of ratings for difficulty levels 1 and 2 

category), which interferes with the correction for 

chance-agreement (Gwet, 2014). 

Fleiss et al. (2003:604) suggest that for most 

purposes, values of the agreement coefficient greater 

than 0.75 represent excellent agreement beyond 

chance, values between 0.4 to 0.75 represent fair to 

good agreement, and values less than 0.4 suggest 

poor agreement beyond chance. 

The average pairwise percent agreement for 

each item indicates the overall impact of chance 

agreement correction, and either supports or refutes 

a coefficient of agreement (Neuendorf, 2002). The 

agreement among all possible pairs is calculated and 

averaged for each item. For example, if two raters 

(UA and SA) agree on a level of difficulty and two 

raters (TD and TI) agree with each other, but 

disagree with UA and SA, the average pairwise 

percentage agreement is calculated for all possible 

pairs (UA & TD, UA & SA, UA & TI, TD & SA, 

TD & TI, SA & TI). 

 
 UA TD SA 

TD 0   

SA 100 0  

TI 0 100 0 

 

The average pairwise percentage agreement is 

((100 x 2) + (0 x 4))/6 = 33 percent. The percentage 

agreement is then averaged for all the items on an 

examination paper. Percentage agreements of 90% 

or greater are nearly always acceptable (Lombard, 

Snyder-Duch & Bracken, 2002); 80% is acceptable 

in most situations; and 70% may be appropriate in 

some exploratory studies (Neuendorf, 2002). 
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Results 

Table 1 Inter-rater agreement on level of difficulty (including agreement on invalid questions) for four Life 

Sciences papers (n = 4 raters) 
 

4 agree 3 agree 

2 agree + 

(2 sets 2) None agree Gwet’s AC1 

Pairwise percent 

agreement 

IEB Paper 1 (59 items; 7 classified as invalid across the 4 raters) 

% of items 15.3% 39.0% 27.1%  

+ (17.0%) 

1.7% 0.34 

Poor 

45% 

 

IEB Paper 2 (52 items; 6 classified as invalid across the 4 raters) 

% of items 23.1% 42.3% 21.2% 

+(11.5%) 

1.9% 0.42 

Fair 

52% 

 

DBE Paper 1 (68 items; 5 classified as invalid across the 4 raters) 

% of items  16.2% 51.5% 14.7% 

+(17.7%) 

0% 0.41 

Fair 

51% 

 

DBE Paper 2 (65 items; 8 classified as invalid across the 4 raters) 

% of items 6.2% 63.1% 20.0% 

+(10.8%) 

0% 0.33 

Poor 

45% 

 

 

 
 

Figure 3 Percentage of items at each level of inter-rater agreement on difficulty 

 

Table 1 summarises the level of agreement 

among the four raters for each examination paper. 

To enable comparison among the papers, levels of 

agreement are expressed as percentages of the total 

number of items on each examination paper. Thus, 

for IEB Paper 1, all four raters agreed on 15.3% of 

the 59 items and three raters agreed on 39% of the 

items. In 27.1% of the items, two raters agreed and 

two disagreed, while in a further 17% of items, two 

raters agreed on one level of difficulty, while the 

other two agreed on a different level of difficulty. 

All four raters disagreed in 1.7% of the items. This 

interpretation applies to all four examination papers. 

Figure 3 shows the same information as Table 

1. Table 1 and Figure 3 show that complete 

disagreement among the four raters rarely occurred, 

and that complete agreement among all four raters 

was low. In IEB P1, the highest percentage 

agreement was between two raters, while for the 

three remaining papers, the highest percentage 

agreement was among three raters. The percentage 

of items where three or four raters agreed was 69.3% 

for DBE P2, 67.7% for DBE P1, 65.4% for IEB P2 

and 54.3% for IEB P1. 

Using the guidelines developed by Fleiss et al. 

(2003), the coefficient of agreement (Gwet’s AC1) 

showed that IEB P1 and DBE P2 had poor agree-

ment beyond chance, and IEB P2 and DBE P1 were 

just above the boundary for fair agreement. Pair-

wise percent agreement was below 70% in all four 

papers, falling to 45% in IEB P1 and DBE P2. It did 

not achieve the 70% considered acceptable for 

exploratory studies in the social sciences (Neuen-

dorf, 2002). 

In the survey questionnaires, raters stated that 

they were confident of their ratings of levels of 
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difficulty, and rarely referred to criteria discussed in 

the training session. They acted intuitively, based on 

their knowledge of the curriculum and what types of 

questions students find easy, and which they find 

difficult. Apart from UA, other team members 

reported that they found it difficult to identify 

invalid questions. 

The second part of the study attempted to 

understand whether poor inter-rater agreement could 

be ascribed to any one or two raters. The different 

professional experiences of the raters could have led 

to different perceptions of difficulty. Since the 

category “invalid question” was rarely used, its 

results are omitted from this analysis. For each rater, 

the number of items assigned to each level of 

difficulty was totalled for each of the four papers. 

The mean ±SD was then calculated for all four 

papers. Figure 4 shows the results. 

 

 
 

Figure 4 Mean ± SD number of items assigned to levels of difficulty 1–4 by each rater (n = 4 examination 

papers) 

 

Figure 4 shows that all four raters rated more 

items as level 1 (easy) than any other category. The 

second-highest level was 2 (moderately challeng-

ing). Level 4 (very difficult) was rarely used by any 

of the raters. Rater UA rated more questions as 

difficult and very difficult than the other three raters. 

Rater TI rated more questions as easy or moderately 

challenging than all other raters. The small standard 

deviations indicate that there was little variation in 

each raters’ ratings among the four papers. 

A chi-squared test yielded a value of 15.61, 

which is not large enough to be significant 

(p = 0.16). Cramer’s V measures the strength of 

association between two categorical variables, in 

this case, rater and use of levels of difficulty. 

Cramer’s V confirmed the results of the chi-squared 

test and showed that the effect size was small (V = 

0.154, p = 0.134). 

Table 2 summarizes the percentage of items 

assigned to levels 1 and 2, 3 and 4 and invalid items 

by each rater. Table 2 points to a possible source of 

unreliability. Since most of the items were rated 1 or 

2 by all four raters, unreliability could result from 

disagreement in distinguishing easy from 

moderately challenging. This could be a flaw in the 

task, which had too many levels of difficulty. 

 

Table 2 Summary of mean percentage of items 

assigned to invalid, easier (1 & 2) and 

more difficult (3 & 4) levels 
Rater Invalid Levels 1 + 2 Levels 3 + 4 

UA 6.6% 62.3% 31.2% 

TD 0% 80.4% 19.7% 

SA 4.9% 77.0% 18.0% 

TI 1.6% 85.2% 13.1% 

 

Discussion 

This study provides empirical evidence that, despite 

intensive practice and discussion, a team of four 

expert raters achieved low inter-rater agreement in 

evaluating the level of difficulty of Life Sciences 

examination papers using a 5-level rating. This is in 

agreement with Wauters et al. (2012), who found 

that expert rating was the fourth most accurate of six 

methods to estimate item difficulty in examinations. 

Our findings also support the view of Baird et al. 

(2000) that standard-setting is subjective and likely 
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influenced by the professional experience, values 

and subject competence of the standard-setters. 

Davis (2016) argues that the cognitive demand of 

South African examination papers (which he 

wrongly equates with level of difficulty) ought to be 

the starting point for standardisation, not the marks. 

The present study has shown that even with 

extensive practice and discussion, expert rating of 

level of difficulty in Life Sciences is unreliable. 

Further exploration of the way in which 

individual raters differed in their analyses revealed 

that raters assigned many more items to levels 1 and 

2, and few items to 3 and 4. The source of much 

disagreement therefore lies in the subtle distinction 

between easy and moderately challenging. The 

problem then lies with the instrument, which 

requires too fine a distinction to enable inter-rater 

reliability. 

The extent to which the predicted levels of 

difficulty matched the marks obtained by students in 

the 2014 examinations indicates that factors 

unknown to expert raters affect the examination 

marks. Although the raters rated the examination 

questions as mostly easy or moderately challeng-

ing, changes to the structure of the 2014 examination 

papers led raters to suggest that students might 

experience the examinations as more difficult than 

in previous years (Umalusi, 2015b). The mark 

distribution showed that the opposite was true: the 

marks for 2014 were higher than previous years, and 

were lowered to match the three-year norm 

(Umalusi, 2014). The Umalusi media statement on 

the approval for release of NSC examination results 

for 2014 states the following: 
“… the learner performance in 2014 was the best in 

any previous year […]. A downward adjustment 

was therefore done.” 

Further support for the unreliability of raters’ 

assessment of difficulty emerged in 2015, when the 

raters judged the examination papers for the DBE to 

be easier than 2014 (Umalusi, 2015a). The 

standardisation committee found that the marks 

were considerably lower than the historical norms, 

and the marks were adjusted upwards (Umalusi, 

2015e). Clearly, raters’ assessment of the level of 

difficulty of Life Sciences examinations does not 

match the results. 

The effect of context on students’ experience 

of the difficulty of an examination paper is 

illustrated by the mark distributions for DBE and 

IEB examinations. Both sets of examination papers 

were judged by all the raters in the present study to 

contain mostly easy and moderately challenging 

questions (Umalusi, 2015b, 2015c). After stan-

dardisation, 49.0% of the 5,177 IEB candidates 

achieved a final mark above 70% (IEB, 2014), while 

only 8.5% of the 284,298 DBE candidates achieved 

the same benchmark (DBE, Republic of South 

Africa, 2014a). Raters’ estimations of the levels of 

difficulty of examination items as mostly easy or 

moderately challenging were supported by IEB 

schools’ results, but not DBE schools’ results. 

This mismatch between raters’ evaluations of 

examination papers and actual performance casts 

doubt on the reliability of expert raters’ estimation 

of levels of difficulty of examinations in DBE 

schools. Items rated by expert raters to be easy or 

moderately challenging are experienced by most 

DBE learners as difficult or very difficult. Here we 

agree with Coe (2010) that difficulty of an 

examination is affected by many factors. In the 

South African context, quintile of the school, quality 

of teaching experienced, amount of time devoted to 

teaching the subject, and student motivation are 

likely to contribute to difficulty. 

Unreliability can at least partly be ascribed to 

the instrument, which required fine distinctions 

between four levels of difficulty. In addition, raters 

were asked to make judgements for the “ideal 

average South African learner.” Raters ascribed 

most items to difficulty levels 1 and 2, which may 

be correct for the ideal average IEB learner, but not 

for the current majority of DBE candidates. 

Inequality in the educational system makes it 

difficult to conceptualise the ideal average DBE 

learner. 

 
Conclusion and Recommendations 

This paper has shown that expert raters achieve low 

inter-rater agreement using a 5-level taxonomy of 

levels of difficulty. Raters rated most of the items on 

2014 examination papers for IEB and DBE as easy 

or moderately challenging, more rarely as difficult 

and very few items as very difficult. Most of the 

unreliability could therefore be attributed to lack of 

agreement on the distinction between “easy” and 

“moderately challenging” items. We recommend the 

levels of difficulty should be reduced to 

“easy/moderately challenging” and “difficult/very 

difficult” to increase reliability. The category 

“invalid difficulty” should be retained to capture 

items that contain errors or that lack construct 

validity. 

While the concept of the “ideal average South 

African learner” is a noble aspiration, it is difficult 

to conceptualise in the diverse South African 

educational landscape. This requirement of the task 

may have influenced raters to rate most items as easy 

or moderately challenging, but the reality for most 

learners is clearly quite different. If Umalusi wishes 

to continue estimating levels of difficulty of 

examinations before results are available, it ought to 

revise the standard against which items are to be 

evaluated. The professional experience of indi-

vidual raters is likely to influence their concept of 

the “ideal average South African learner” since a 

teacher from a Quintile 5 school has a different 

experience of learners than a teacher from a Quin-

tile 1 school. We therefore recommend removing the 
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hypothetical benchmark, given the diversity of 

school contexts in South Africa. 

At present, low inter-rater reliability indicates 

that expert rater evaluations of levels of difficulty 

should be used with caution in standardising the 

NSC results. Reliability can be improved with a 

revised task instrument. 
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Notes 

i. School-based assessment contributes 25% of the final 

mark. 

ii. Students who offer an African language as Home 
Language qualify for a 5% compensation on the mark 

they have obtained in any non-language subject (DBE, 

Republic of South Africa, 2014b). 
iii. Published under a Creative Commons Attribution 

Licence. 
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