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The study reported on here contributes to the growing body of knowledge on the use of standard setting methods for 

improving the reporting and utility value of assessment results in South Africa as well as for addressing the conceptual 

shortcomings of the Curriculum and Assessment Policy Statement (CAPS) reporting framework. Using data from the 

“verification” version of the Annual National Assessments (ANAs), we explored relevant technical and conceptual factors to 

consider for the application of standard setting methods. Two sets of panellists were trained to generate cut scores for 

Grade 6 mathematics and English First Additional Language (FAL), one using the Angoff method and the other the 

Objective Standard Setting (OSS) method. The findings indicate that the 2 methods generated different sets of cut scores 

across the performance levels for both subjects. While these cut scores had significant implications for the percentage of 

learners classified at each performance level, they were consistent with findings from other studies. We also identified 4 key 

factors to address when undertaking standard setting exercises: engagement with test content, resource requirements, 

requisite expertise and software, and collective accountability. We conclude that standard setting approaches should be the 

preferred option to the CAPS reporting framework when reporting assessment results in South Africa. More importantly, the 

decision on the most appropriate method for the South African context depends largely on the extent to which the 4 key 

factors identified can be addressed. 

 

Keywords: Angoff method; OSS method; performance standards; standard setting 

 

Introduction 

The implementation of the new systemic evaluation model by the Department of Basic Education (DBE) is 

intended to address several limitations of the Annual National Assessment (ANA), the most important of which 

is to enhance the use of the assessment results to improve teaching and learning in schools (DBE, Republic of 

South Africa [RSA], 2017). Currently, the results of learner performance, from both large-scale assessments and 

public examinations in South Africa are reported according to the framework specified in the CAPS document 

(DBE, 2011). The CAPS reporting framework lists “Rating codes” that indicate the level of performance based 

on percent-correct responses obtained by candidates. These are presented on a seven-level hierarchical scale, 

each level associated with a specific percentage range and label and are categorised as: 7: Outstanding 

Achievement (80%–100%), 6: Meritorious Achievement (70%–79%), 5: Substantial Achievement (60%–69%), 

4: Adequate Achievement (50%–59%), 3: Moderate Achievement (40%–49%), 2: Elementary Achievement 

(30%–39%) and 1: Not Achieved (0%–29%) (DBE, 2011:302). 

However, several features of the CAPS reporting format compromise effective and meaningful reporting. 

Firstly, the rating codes make no provision for detailed reporting on what learners at each level can or cannot do, 

nor the knowledge and skills that learners may or may not command. The absence of descriptive detail limits the 

use of the results to identify learner weaknesses and strengths for appropriate intervention. For example, a score 

of 66% provides no information on the specific learning needs of the learners who obtained this score, and thus, 

that which ought to be done to address these needs. Secondly, the same rating codes are applied to all subjects, 

implying an equal weighting across different subjects, notwithstanding the possible variations in cognitive 

demands across the subjects. Thirdly, the use of seven hierarchical levels may suffer decreased accuracy in 

reported performance at each level since, from most tests or examinations, the items would either be clustered in 

fewer levels or would be stretched too thinly across all levels (Sondergeld, Stone & Kruse, 2018; Zieky & Perie, 

2006). Fourthly, the CAPS score bands are based on an incorrect assumption that cognitive demand across the 

different intervals are homogeneous (Bond & Fox, 2007). For instance, the interval of 15–25% is 10% and equal 

to 85–95%, but the cognitive demands at the respective intervals are not equal. A questionable assumption in 

using the CAPS framework is that improvement of performance from 15% to 25% is equivalent to improvement 

from 85% to 95%. 

The use of standard setting (SS) approaches offers a viable option to addressing these limitations (Baird, 

Isaacs, Opposs & Gray, 2018; Bejar, 2008; Griffin & Nix, 1990; Haertel, 2005). SS approaches provide a novel 

way of organising, processing and reporting examination and assessment data in more user-friendly formats. 

Similar to many other countries, there have been several initiatives to apply SS within the schooling and higher 

education sector in South Africa (Kanjee, Claassen, Makgamatha & Diedricks, 2004; Kanjee & Moloi, 2016; 

Moloi & Kanjee, 2018; Pitoniak & Yeld, 2013; Scherman, Zimmerman, Howie & Bosker, 2014). While 

different SS approaches have been used in these studies, there has been no attempt to investigate whether any of 

the different approaches would be more appropriate for use within the South African education context.
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Standard Setting in South Africa 

Initiatives to introduce SS to report assessment 

results in South Africa have revealed several 

possibilities and setbacks. Kanjee et al. (2004) 

applied the Angoff method to report results of a 

Grade 9 national assessment survey of English, 

mathematics and science. The assessment was 

conducted using matrix sampling approaches, and 

analysis was undertaken using Item Response 

Theory (IRT) to determine learner performance. 

While the results provided detailed information that 

policymakers, district officials and teachers 

regarded as valuable for use in developing 

interventions, the authors noted that the SS exercise 

proved extremely costly. This was due to the time 

required to process the large number of items for 

each subject area, the costs of specialised IRT 

software, as well as the costs of involving panel 

members, and for undertaking analysis that 

required highly technical expertise and experience. 

In their study, Kanjee and Moloi (2016) 

compared cut scores obtained from the Angoff SS 

method to cut scores calculated according to the 

CAPS reporting scale (DBE, 2011). The findings 

showed that the cut scores from the two methods 

categorised learners differently, with the CAPS cut 

scores classifying a higher percentage of learners at 

the lowest levels of performance compared to the 

standards-based cut scores. However, the authors 

noted that these findings could not be conclusive 

because there was no way of verifying whether the 

discrepancies were real, or were ascribable to the 

specific reporting method used. Pitoniak and Yeld 

(2013) also used the Angoff SS method to report 

results of the National Benchmark Tests (NBT), an 

assessment used by some South African 

universities as part of their admissions process. 

Their study highlighted some of the constraints that 

the unique apartheid legacy placed on the 

feasibility of using SS methods in the South 

African context. Pitoniak and Yeld (2013) report 

that the panellists’ deep sense of mistrust had an 

impact on both the processes and the resulting 

standards. Specifically, the authors noted that 

panellists were of the view that standards-based 

reporting would perpetuate race-based inequalities 

in education, and further disadvantage students 

from poor and marginalised backgrounds. 

Scherman et al. (2014) used the Bookmark 

method (Näsström & Nyström, 2008) to investigate 

teachers’ experiences from participation in a SS 

process that involved learner tests that were 

administered in three regional languages. The 

authors reported that the majority of the panellists 

comprised teachers from one language group that 

also represented high performing and well-

resourced schools. Commenting on the skewed 

language and social class representation of the 

panellists, Scherman et al. (2014) noted that this 

could have influenced the determination of cut-

scores, and cautioned that participants in any SS 

process must be representative of the South African 

schooling context for standards-based reporting in 

order to be valid and reliable. 

The foregoing studies demonstrated the need 

to account for specific contextual factors when 

using appropriate SS approaches for reporting 

assessment results, while also highlighting a range 

of conceptual and technical factors that ought to be 

considered. Consequently, a concern arose whether 

specific SS methods would be more suitable and 

acceptable to the South African context. In 

addressing this concern, we report the results of a 

comparison between two established SS 

approaches; the Angoff (Angoff, 1971) and the 

OSS method (Stone, 2001). 

This article contributes to research-based 

techniques and procedures for determining cut 

scores in the use of SS processes within contexts 

that are marked by limited resources and capacity, 

are traditionally examination-dominated and are 

transforming to using low-stakes large-scale 

assessments for purposes that include diagnosis of 

what learners know and can do. The focus of the 

article is on researching the contextual and 

technical factors to consider in the development 

and deployment of the Angoff and OSS methods 

within the specific context of the education in 

South Africa rather than on reporting on a 

particular study or generalising findings from the 

data used. 

We identified the Angoff method, given that it 

is one of the most widely used methods by 

examination and licensure bodies (Hambleton & 

Pitoniak, 2006; Näsström & Nyström, 2008), while 

the OSS method was identified as having been 

developed primarily to address the weaknesses of 

the Angoff method (Stone, 2001). In the next 

section we present the conceptual framework 

applied, followed by the research questions 

addressed, and the methodology used. Next, the 

findings and discussions are presented, while we 

conclude by listing several limitations and options 

for additional research studies. 

 
Conceptual Framework 

Essential to any SS process is the requirement to 

distinguish between content and performance 

standards (Cizek & Bunch, 2007). Content 

standards answer the “what” question, that is, what 

do learners need to know and be able to do? In 

most education systems, this content is specified in 

the curriculum documents. Performance standards, 

on the other hand, answer the “how much” 

question, that is, they measure how much progress 

learners have made in what they know and can do. 

The determination of “performance 

standards”, however, requires SS, a deliberate 

process that involves participation and approval of 

policymakers as well as engagement and 
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judgements from subject experts. While this 

process focuses largely on the technical aspects, it 

is also steeped in diverse conceptual and theoretical 

understandings on the use of data for 

decision-making, as well as the specific policy and 

practice context of teaching and learning that 

define different education systems. More 

importantly, the growing body of literature on the 

merits and demerits of different methods of SS 

have highlighted a range of findings that have led 

to several researchers concluding that there is no 

best method of setting performance standards, 

where the reasoning is forwarded that the best 

method is one that fits the purpose of the user 

(Näsström & Nyström, 2008; Tiratira, 2009). 

The SS process begins by defining and 

labelling Performance Levels (PLs), followed by 

specifying Performance Level Descriptors (PLDs), 

establishing cut scores and concluding with the 

approval of the standards and cut scores by the 

relevant authorities (Haertel, 2005; Hambleton & 

Pitoniak, 2006). PLs refer to the general policy 

statements that indicate the official position of the 

relevant authorities on the desirable number and 

labels of categories to be used in classifying 

learners according to their knowledge and skills in 

a particular subject (Zieky & Perie, 2006). PLDs 

are detailed descriptions of “the knowledge, skills, 

and abilities to be demonstrated by students who 

have achieved a particular performance level within 

a particular subject area” (Zieky & Perie, 2006:4). 

The PLs and PLDs for mathematics and FAL that 

were used in this study were developed by 

respective teams of teachers and subject specialists 

of the DBE. Four levels were developed, namely: 

PL1 – Not Achieved (NA); PL2 – Partially 

Achieved (PA); PL3 – Achieved (AC); and PL4 – 

Advance (AD). Additional technical details on the 

process and PLDs are reported in Kanjee and Moloi 

(2016). Within this conceptual framework, the 

following research questions were addressed in this 

study: 
1) How do cut scores generated through OSS and 

Angoff procedures of SS compare? 

2) What is the impact of the cut scores from each 

method on categorising learners at the different 

PLs? 

3) Which method would be most appropriate for the 

South African context? 

 

Methodology 

In this section we report on the participants 

involved in the SS process, the data used, the 

specific steps applied for each SS method, and the 

analysis conducted. 

 

Participants 

Panel members were selected from teachers who 

were appointed by the DBE to develop items for 

the ANA tests. Only teachers who were subject 

area specialists in Grade 6 mathematics and 

English, and who had extensive teaching 

experience as well as expertise in item writing and 

test development were selected. The final group of 

panellists were representative of teachers from the 

different quintile school categories. Table 1 lists the 

number of panellists participating in each SS 

method and subject. 

 

Table 1 Panellists involved in the SS processes 

Subject 

Number of panellists 

Angoff OSS Total 

FAL 5 5 10 

Maths 8 7 15 

Total 13 12 25 

 

Data 

The quantitative data used in the study included 

learner test scores and ratings of test items by 

panellists, while the qualitative data were obtained 

as feedback from the panellists before, during, and 

after the SS processes. It was crucial that the 

learner test scores were based on reliable and valid 

datasets that were applied in the South African 

context. Thus, test scores were obtained from the 

verification version of the 2013 ANAs 

administered to a stratified random sample of 

Grade 6 learners in mathematics (n = 8,131) and 

English FAL (n = 6,106) (DBE, RSA, 2013). The 

reliability indices for both tests were 0.90. The 

verification version of the ANAs were administered 

and scored by an independent, external agency 

under controlled conditions, similar to the high-

stakes Grade 12 examinations and also similar to 

how future systemic evaluations will be 

administered and marked (Mweli, 2018). 

Moreover, it is important to note that we are not 

reporting on the 2013 ANA results, but are 

demonstrating the deployment of SS techniques on 

data that resembles, in both collection and 

validation processes, future datasets for SS. Details 

about the test content, sampling, administration, 

and marking of the ANA data can be accessed from 

DBE, RSA (2013). 

 
Procedure 

Each SS session began with the training of panel 

members followed by the process for determining 

cut scores. The training focused on equipping panel 

members with the techniques and processes that 

they had to apply in determining cut scores. Table 2 

presents the content covered at each training 

session.  
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Table 2 Key training focus areas for the Angoff and OSS methods 
Angoff methods OSS method 

Overview: The use of SS in education 

Definition of “minimally competent” or “border-line” 

learners 

Definition of “essential” and “non-essential” test items 

Taking the test for familiarisation with the items 

Overview: Process for rating of test items Overview: Process for categorisation of test items  

Practice exercise: Rating of items (3 iterations) and 

calculation of cut scores 

Practice exercise: Categorising of items into “essential” 

and “non-essential” groups 

Evaluation of process 

 

Angoff SS method 

The Angoff method involves panellists estimating 

the competence of a minimally competent 

hypothetical borderline learner for each item in a 

given test (Hambleton & Pitoniak, 2006). A 

hypothetical borderline learner is defined as one 

who functions at the interface of two adjacent PLs 

(Zieky & Perie, 2006). The panellists were 

introduced to the theory and techniques of the 

Angoff method, and given an opportunity to answer 

the test items in order to gain a deeper 

understanding of the responses that were expected 

from leaners. In addition, a practice run was 

undertaken to ensure that the panellists fully 

understood the SS process, during which all 

questions and uncertainties were addressed. 

In the first round, panellists worked 

individually to rate items at each PL and recorded 

their ratings on a specially designed form. The 

ratings were captured and results of calculations 

regarding the mean ratings and range per item 

across raters were provided to panellists to 

interrogate and discuss in their subject groups. In 

the second round, panellists repeated the item 

rating process, but this time, with the benefit of 

inputs received from the group discussions. The 

new set of ratings were captured, and panellists 

were again provided with feedback, but this time 

they were also provided with item difficulty values 

for each item. Final determination of Angoff cut 

scores in each subject involved averaging ratings 

from the third round over items and panellists for 

each PL. The cut score for each PL was then 

calculated as the average rating expressed as a 

percentage of the maximum possible rating for 

each PL. These scores were presented to panellists 

for final review, and through a process of 

discussion, adopted as the final cut scores to be 

submitted to the DBE for approval. 

 
OSS method 

The distinguishing feature of the OSS method is the 

involvement of panels in identifying the essential 

items from a pool of items presented in the 

administered examination (Stone, 2001). Essential 

items are defined as items assessing the most 

important and critical content knowledge and skills, 

which learners must answer correctly to be 

considered to be functioning at a particular PL for 

the given grade (Stone, 2001). The panellists were 

introduced to the theory and techniques of the OSS 

method (Stone, 2001), focusing on ensuring that 

they were particularly able to distinguish between 

“essential” and “non-essential” test items at each 

PL (Stone, 2001:199). 

Panellists were provided with a prepared 

rating sheet that listed the numbers of the items in 

exactly the same order in which they were 

numbered in the test and included three columns 

labelled “PL2”, “PL3”, and “PL4”, respectively. 

Starting from the first item in the test, and using 

their knowledge of the curriculum expectations for 

the subject and grade, each panel member was 

required to categorise each item in the test as being 

“essential” under the appropriate PL. For instance, 

if Item 5 was considered as “essential” for a learner 

in Grade 6 to answer correctly at the “PL2”, 

panellists simply placed a tick next to Item 5 under 

“PL2.” 

A practice run of the actual process was also 

undertaken to ensure that panellists fully 

understood the SS process, during which all 

questions and uncertainties were addressed. 

Thereafter, panel members worked independently 

to classify each item in a subject under each PL. 

Before each panellist’s completed form was 

accepted, it was checked to ensure that (i) all the 

test items had been classified and that (ii) each item 

was classified exclusively under one PL. For each 

subject, all the information was captured onto one 

comprehensive spreadsheet, where each tick made 

by a panellist for each item was replaced with a 

Rasch value for the average difficulty (in logits) of 

the item, calculated using the Winsteps programme 

(Linacre, 2014). Final analysis involved averaging 

ratings, expressed in logits, over items and 

panellists under each PL in each subject. Cut scores 

(in logits) were then calculated at each PL using the 

formula in Equation 1 (Stone, 2001:192–193). 

Cut score = “Criterion Point” + Mastery 

Level ± Confidence Level  (1) 

where “Criterion Point” refers to the mean 

difficulty of “essential items”, “Mastery Level” 

refers to comprehensive competence required to 

achieve the relevant PL, and “Confidence Level” 

refers to the acceptable error band around the cut 

score. For this study, a “Mastery Level” of 70% 

(0.85 logits) and confidence level of 95% (1.96 

logits) was adopted. The “Confidence Level” 

adopted for this study was 95% (1.96 logits). 
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Analysis 

Given the categorical nature of the data and the fact 

that assumptions of normal distribution and 

homogeneity could not be made, non-parametric 

methods of analysis were employed. To compare 

the resulting cut scores across the PL categories in 

each subject, the rank-based Mann Whitney U test 

(two-tailed) was used to determine whether the 

observed differences generated through the two 

methods were statistically significant, or were 

merely due to ubiquitous chance errors (Monahan 

& Ankenmann, 2005). 

To determine the magnitude of the differences 

in the cut scores resulting from the two SS 

methods, the effect size (d) was also calculated 

(Cohen, 1992). As a benchmark, Cohen (1992) 

suggests that values up to d = 0.1 indicate 

differences of small magnitude, up to d = 0.3 

differences of medium magnitude, and d = 0.5 and 

above indicate differences of large magnitude in 

the quantities that are being compared. For 

comparing the impact that the adoption of the cut 

scores would have in terms of the percentage of 

learners categorised at each PL, the Chi-square test 

of independence was used (Fritz, Morris & Richler, 

2012). 

 
Limitations of the Study 

In this study, we used two sets of panels who 

worked separately to determine performance 

standards using either the Angoff or OSS method. 

Although thorough panellist training was provided, 

we had no way of establishing whether one group 

understood both the concept and the associated 

techniques the same way as the other group. In 

addition, while panellists in both studies were 

representative of schools from the different quintile 

categories, it was not possible to determine the 

specific level of expertise and content knowledge 

of each panel member. 

 
Results and Discussions 

The results and discussion for each research 

question are presented below. 

 
Question 1: How do Cut Scores Generated through 
OSS and Angoff Procedures of SS Compare? 

A summary of the findings on the mathematics and 

English cut scores is presented in Tables 3 and 4, 

respectively. At the PA level we found a non-

significant effect indicating that there were no 

differences in the cut scores between the two SS 

methods. The mean ranks for the Angoff and OSS 

methods were 7.3 and 8.9, respectively, where 

U = 22, z = -0.78, p > 0.05. 

At the AC level, cut scores for the Angoff 

method were significantly higher and substantively 

larger in magnitude (d = 0.6). The mean ranks for 

Angoff and OSS methods were 10.3 and 5.4, 

respectively (U = 10, z = -2.33, p < 0.05, d = 0.6). 

Similarly, at the AD level, cut scores for the 

Angoff method were significantly higher and 

substantively larger in magnitude. The mean ranks 

for the Angoff and OSS methods were 4.3 and 

11.5, respectively (U = 0, z = -3.6, p < 0.05, 

d = 0.9). 

 

Table 3 Mathematics cut scores from two SS 

methods 

SS 

method 

Cut scores at each PL 

PA (%) AC (%) AD (%) 

Angoff 26.4 56.7 72.9 

OSS 25.9 47.5 59.9 

Difference Not 

statistically 

significant 

Statistically 

significant 

Statistically 

significant 

Effect size 0.2 0.6 0.9 

 

At the PA level for English, the cut scores for 

the OSS method were significantly higher and 

substantively larger in magnitude (d = 0.8). The 

mean ranks for the OSS and Angoff methods were 

8.0 and 3.0, respectively (U = 0, z = -2.38, 

p < 0.05). However, at both the AC and AD levels, 

the cut scores for the Angoff method were 

significantly higher, and substantively larger in 

magnitude (d = 0.8). At the AC level, the mean 

ranks for the OSS and Angoff methods were 3.0 

and 8.3, respectively (U = 0, z = -2.38, p < 0.05), 

while at the AD level the mean ranks for the OSS 

and Angoff methods were 3.0 and 8.0, respectively 

(U = 0, z = -2.38, p < 0.05). The common trends 

across both subject areas were that higher cut 

scores were generated from the Angoff method at 

the AC and AD levels. 

 

Table 4 English cut scores from two SS methods 

SS method 

Cut scores marking different PLs 

PA (%) AC (%) AD (%) 

Angoff 

method 

33.2 64.6 85.2 

OSS 

method 

39.7 50.5 62.2 

Difference Statistically 

significant 

Statistically 

significant 

Statistically 

significant 

Effect size 0.8 0.8 0.8 

 

Question 2: What is the Impact of the Cut Scores 
from Each Method on Categorising Learners at the 
Different PLs? 

Figures 1 and 2 show the percentages of learners 

who would be categorised at different PLs in 

English and mathematics, respectively, using cut 

scores generated from the Angoff and OSS 

methods. 
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Figure 1 Percentage of learners categorised by the OSS and 

Angoff methods in each PL for English 

 
 

Figure 2 Percentage of learners categorised by the OSS 

and Angoff methods in each PL for mathematics 

 

A Chi-square test of independence indicates a 

significant relation of dependence for English 

(Х2(3, n = 6,106) = 1986.62, p < .05) with the OSS 

method categorising a substantially higher 

percentage of learners at the NA (16%) and AD 

(16%) levels, the Angoff method categorising 

substantially higher percentages of learners at the 

PA level (24%), while no differences were noted at 

the AC level. Similarly, significant differences 

were detected for mathematics (Х2(3, 

n = 8,131) = 781.63, p <. 05), with the Angoff 

method categorising 9% more learners at the PA 

level, the OSS method 8% more at the AD level, 

and no statistical differences noted at the other PLs. 

Overall, the findings show that for both English 

and mathematics, cut scores from the Angoff and 

OSS methods categorise large proportions of 

learners at the PA and NA levels and smaller 

proportions at the AC and AD levels. This finding 

corroborates other studies that have shown that the 

majority of South African learners perform at very 

low levels (DBE, RSA, 2013; Mihai & Van Staden, 

2019; Reddy, 2018). 

A comparison across subjects indicates that, 

except at the PA level, mathematics cut scores 

generated from the Angoff method were 

significantly higher than those generated from the 

OSS method, and that the differences were of 

substantive magnitude. The fact that cut scores 

from the two SS methods at the PA levels were not 

significantly different may require further 

investigation. Otherwise, for English, the Angoff 

cut scores were significantly higher than OSS cut 

scores at all levels. 

Previous studies that compared the Angoff 

and other SS methods reported cut scores that were 

significantly different (George, Haque & Oyebode, 

2006; Jaeger, 1989; Stone, 2001). Schnabel (2018) 

compared cut scores from the Angoff and Item 

Mapping SS method, another Rasch-based method, 

and reported the Angoff-generated cut scores to be 

generally higher. It remains to be researched 

whether the Angoff method inherently predisposes 

panellists to rate student performance relatively 

higher, or whether there are other factors that could 

explain this phenomenon. On the contrary, OSS cut 

scores have been reported to be both robust and 

stable, chiefly because they derive from subject 

content rather than panel contests (Sondergeld et 

al., 2018). 

At the practical level, the fact that the Angoff 

method generally generates higher cut scores than 

the OSS has critical implications, depending on 

whether the examination is a high- or low-stakes 

assessment. For a high-stakes examination like 

Grade 12, any SS method that generates higher cut 

scores will result in relatively lower pass rates, 

which would arguably receive mixed reception. 

Within the South Africa context, this could further 

exacerbate existing perceptions that setting high 

standards will impact negatively on previously 

disadvantaged groups, and further entrench 

inequality within the education system. 

 
Question 3: Which Method would be More 
Appropriate for the South African Context? 

To determine the appropriateness of each SS 

method to the South African context, we identified 

four key factors, each of which are further 

discussed. 

 
Engagement with test content 

Both the Angoff and OSS methods involved 

panellists interacting with test data to transform it 

into more meaningful information than is 

communicated in raw scores. In the Angoff, 

panellists rated test items to estimate scores of 

minimally competent borderline performers. 

Although the panellists were not directly invoking 

content knowledge and skills to inform their 

estimations, the information was used to strengthen 

arguments in support of their ratings for each item. 

In the OSS method, panellists interacted to evaluate 

the content that was represented by identifying 
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essential items at each PL. Then, through an 

incisive “skills audit” process, the core content at 

each PL was interrogated to distil the specific 

knowledge and skills that characterise learners 

who, according to their total scores in the test, are 

deemed to function at that particular PL. For both 

methods, the final standard reported was a 

quantitative score, accompanied by a detailed 

description of what the test-takers knew and were 

able to do. 

 
Resource requirements 

The SS exercises for the Angoff and OSS methods 

were undertaken at different times given the 

availability of panel members and facilitators. The 

Angoff process lasted for 2 days (16 hours), 

requiring the costs of overnight accommodation, 

land and air travel expenses for some participants; 

as well as meals, venues, and materials to be 

covered. In addition, technical support was required 

from two researchers with specialised expertise and 

experience. A large amount of time was spent 

training panellists in the iterative item rating and 

discussion processes. 

The OSS session lasted for one half day (4 

hours); although panellists were provided with a 

light snack such a session would not require 

overnight accommodation for those travelling 

within the country. The training took 

approximately an hour i.e., 25% of a session, where 

one senior researcher was adequate to provide 

guidance and support. The majority of the time was 

spent on helping participants understand the 

concept of “essential” items. Once participants 

understood this concept, the actual process of rating 

items was completed in approximately an hour. The 

data entry and analysis were completed the 

following day by the senior researcher, who 

possessed the requisite expertise in the use of the 

IRT software. In this instance, while the 

participation of the panellists took a relatively short 

amount of time, the majority of the technical work 

was completed by the specialist researcher after the 

SS session. 

 
Required expertise and software 

For the OSS method, specialised technical 

expertise and experience in the use of IRT or 

Rasch-based analysis was required. Within the 

context of South Africa, this expertise is not readily 

available. In addition, access is also required to 

specialised software which is costly to obtain. 

However, it must be acknowledged that the use of 

freeware from applications such as R (Rizopoulos, 

2006) could have offset some of these costs. For 

the Angoff method, the technical demands were 

substantially less, while analysis was conducted 

using Microsoft Excel, an application that is readily 

available. 

 

Collective accountability 

For the Angoff method, the entire SS processes, 

i.e., review of items and calculation of cut scores, 

was completed during the SS workshop in the 

presence of, and in collaboration with, panel 

members. Moreover, panel members were also 

provided an opportunity to review and comment on 

the final cut scores. All participants were intricately 

involved in the entire process and could assume full 

accountability for both the process and the 

outcome. For the OSS method, the specialist 

researcher had to complete the final analysis after 

the SS workshop, while there was no opportunity 

for panel members to review and discuss the final 

cut scores. In this instance, the responsibility and 

accountability for the final cut score were in the 

hands of the single researcher. 

 
Conclusion 

This study was prompted by observations of 

conceptual shortcomings in the CAPS reporting 

framework in South Africa. We argued that SS 

methods provide a more meaningful alternative. 

We then compared the Angoff method and the OSS 

method to determine which method would provide 

a more appropriate option for the South African 

context. The main finding confirms what has been 

observed elsewhere, namely that different methods 

of SS typically generated different cut scores, even 

when, unlike in our study, the same panels were 

involved (Clauser, Harik, Margolis, McManus, 

Mollon, Chis & Williams, 2008; Jaeger, 1989). In 

our study, the two SS methods differed in 

substantial aspects of interest in the South African 

context pertaining to process, outcomes and 

resource requirements. 

In terms of process, the Angoff method 

focuses on predicting performance while the OSS 

prioritises evaluating subject content. The cut 

scores generated from the Angoff procedure were 

consistently higher than those generated from the 

OSS. The implications in terms of the ensuing 

categorisation of learners across PLs largely 

depend on the SS method used, a finding that was 

also made in other SS comparative studies in the 

United Kingdom and Australia (MacDaugall, 2015; 

Ward, Chiavaroli, Fraser, Mansfield, Starmer, 

Surmon, Veysey & O’Mara, 2018). However, the 

Angoff method tended to be more resource-

intensive, a feature that cannot be ignored in a 

context where resources are unequally distributed. 

From an educational perspective, the OSS method 

seemed to be an ideal option, because it generates 

standards that are rich in curriculum information 

and are, therefore, more likely to add value in 

helping improve teaching and enhance learning in 

schools. 

On the one hand, concerns arose when we 

considered that adopting the OSS method could 
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compromise highly valued principles of access, 

broad participation and collective accountability in 

the South African education context. The OSS 

method required a high level of technical expertise, 

involved the use of specialised and costly software, 

and limited opportunities for collective decision-

making regarding the final outcome. On the other 

hand, adopting the Angoff method could offset 

some of these concerns, because it works with 

easily available and less costly software that many 

teachers and officials are familiar with, and 

facilitates greater accountability for the final 

outcome. The use of the Angoff method incurs 

inordinately high costs, mainly through necessary 

training and attendant logistics. De Lisle (2015) 

also reported on the impact of a lack of capacity, 

financial resources and professional expertise on 

the SS process in Trinidad and Tobago. 

What these findings point to is the need for 

judicious choices to be made that account for the 

specific context within which SS approaches are 

applied. More importantly, however, is the need to 

develop and promote a culture of data use and 

specifically the use of SS to improve the quality of 

assessment reports and their use in enhancing 

teaching and learning. 

Our next step is to investigate the practical 

implications of using SS approaches for district 

officials, schools and teachers. In this regard, the 

challenge would be to collaborate with at least one 

education district to share experiences, provide 

support and help promote a culture of data use for 

decision-making. Capacity building in the area of 

SS and generating standards-based reports that 

users will find more meaningful and thus enhance 

its use to improve teaching and enhance learning 

will comprise the primary objectives. Moreover, 

these initiatives can also support current plans of 

the DBE to enhance the use of assessment for 

addressing the challenges of equity and quality in 

South African schools (Chetty, 2019; Mweli, 

2018). 
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