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Abstract 

Feature selection techniques are often employed for reducing data dimensionality, improving 
computational efficiency, and most importantly for selecting a subset of the most important features 
for model building. The present study explored the utility of a Filter-Wrapper (FW) approach for 
feature selection using terrestrial hyperspectral remote sensing imagery. The efficacy of the FW 
approach was evaluated in conjunction with the Random Forest (RF) and Extreme Gradient Boosting 
(XGBoost) classifiers, to discriminate between water-stressed and non-stressed Shiraz vines. The 
proposed FW approach yielded a test accuracy of 80.0% (KHAT = 0.6) for both RF and XGBoost, 
outperforming the more traditional Kruskal-Wallis (KW) filter by more than 20%. The FW approach 
was also less computationally expensive when compared with the more commonly used Sequential 
Floating Forward Selection (SFFS) wrapper. Additionally, we examined the effect of hyperparameter 
optimisation on classification accuracy and computational expense. The results showed that RF 
marginally outperformed XGBoost when using all wavebands (p = 176) and optimised 
hyperparameter values. RF yielded a test accuracy of 83.3% (KHAT = 0.67), whereas XGBoost 
yielded a test accuracy of 81.7% (KHAT = 0.63). Our results further show that optimising 
hyperparameter values yielded an overall increase in test accuracy, ranging from 0.8% to 5.0%, for 
both RF and XGBoost. Overall, the results highlight the effect of feature selection and optimisation 
on the performance of machine learning ensembles for modelling vineyard water stress. 

 

1. Introduction 

Hyperspectral remote sensing (HRS) provides a wealth of spectral information (Li et al., 2018) by 
recording narrow-band reflectance across the visible (VIS), near-infrared (NIR), and shortwave 
infrared (SWIR) regions of the electromagnetic (EM) spectrum. These narrow, contiguous 
wavebands convey meaningful spectral variations (Santara et al., 2017) that can aid in the 
discrimination of spectrally similar features (Li et al., 2018). Deployment of HRS has traditionally 
been facilitated through aerial and satellite platforms. However, in the past decade, there has been a 
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growing interest in the use of terrestrial platforms in HRS applications (Hartzell, Glennie and Khan, 
2017). 

Hyperspectral imaging coupled with terrestrial remote sensing (i.e. proximal remote sensing) 
offers a solution for near real-time, on-the-go monitoring of vineyards (Mulla, 2013). Terrestrial HRS 
produces high spatial resolution imagery that is ideal for managing the narrow spacing (typically from 
1.4 to 2.1 m) and overlapping nature of vines (Matese and Di Gennaro, 2015). Furthermore, terrestrial 
HRS platforms are easily deployable and less restricted by atmospheric effects, compared with aerial 
and satellite platforms. To date, a limited number of studies have employed terrestrial HRS in 
precision viticulture (Mohite et al., 2017; Kyle Loggenberg et al., 2018).  

Decision tree-based machine-learning techniques have been widely used for the classification of 
high dimensional data (Georganos et al., 2018; Wietecha et al., 2019). The popularity of these 
learners are likely due to their high classification performance, robustness to noise and overfitting, 
interpretability and scalability (Belgiu and Drăguţ 2016; Poona, van Niekerk, and Ismail 2016). Their 
ability to handle high dimensionality (p) coupled with a small sample size (n)―the n << p 
problem―makes tree-based ensemble learners particularly useful for analysing HRS data (Poona and 
Ismail 2014; Loggenberg et al. 2018). 

The Random Forest (RF) tree-based ensemble (Breiman, 2001) is one of the most popular 
algorithms utilised for the classification of HRS data. RF is a non-parametric classifier that is robust 
to outliers and noise (Breiman, 2001). However, it is the algorithm’s resistance to overfitting that 
makes RF ideal for the classification of HRS datasets (Abdel-Rahman et al., 2014). RF prevents 
overfitting by growing uncorrelated trees using randomly selected subsets of the input data (Breiman, 
2001; Abdel-Rahman et al., 2014). Recent studies have successfully demonstrated the utility of RF 
for the classification of HRS data in precision viticulture. For example, Poblete-Echeverría et al. 
(2017) reported an average classification accuracy of 94.0% (Kappa = 0.91) when discriminating vine 
canopies from soil profiles. Knauer et al. (2017) also reported a high classification accuracy (87.0%) 
when detecting Powdery Mildew on grapes. 

Another tree-based ensemble learner that has gained noteworthy recognition in the literature is 
Extreme Gradient Boosting (XGBoost) (Chen and Guestrin, 2016). XGBoost is a regularised tree 
boosting ensemble learner that builds on the Gradient Boosting Machine (GBM) proposed by 
Friedman (2001). XGBoost has demonstrated considerable promise in precision viticulture 
applications. For example, Mohite et al. (2017) reported XGBoost classification accuracies ranging 
from 81.6% to 87.6% for detecting pesticide residue on vineyard grapes. Loggenberg et al. (2018) 
employed XGBoost to model water stress in a Shiraz vineyard using HRS data, reporting 
classification accuracies ranging from 78.0% to 90.0%, with KHAT values ranging from 0.53 to 0.6. 
Both Mohite et al. (2017) and Loggenberg et al. (2018) compared the utility of XGBoost and RF and 
found that RF often outperformed XGBoost.  
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Most studies to date have employed machine learning algorithms, such as RF, using default 
hyperparameter values (for example, see Lagrange, Fauvel & Grizonnet 2017; Poona, van Niekerk & 
Ismail 2016; Taşkın, Hüseyin & Bruzzone 2017). However, Xia et al. (2017) assert that machine 
learning algorithms can be highly sensitive to hyperparameter settings, which can greatly affect the 
algorithm’s performance. Furthermore, the hyperparameter values for a given algorithm are dataset-
dependent and are consequently rarely optimal across applications (Rodrìguez, Kuncheva and 
Alonso, 2006). Hyperparameter optimisation thus forms an integral addition to machine learning 
classification frameworks (Martinez-de-Pison et al., 2017), providing an efficient automated method 
that can greatly lessen the burden of manual hyperparameter tuning (Xia et al., 2017). Poona & Ismail 
(2014) highlighted that using optimised RF hyperparameter values leads to improved classification 
accuracies, compared with using default hyperparameter values. 

Feature selection techniques are often coupled with ensemble learners to reduces data 
dimensionality and computational complexity (Fu et al. 2017; Pedergnana, Marpu & Mura 2013; 
Vélez Rivera et al. 2014). Dimensionality is reduced by removing redundant and/or irrelevant 
wavebands (Taşkın, Hüseyin and Bruzzone, 2017), thereby lessening computational complexity 
without decreasing classification competency (Chandrashekar and Sahin, 2014). Notably, varied 
results have been reported regarding the effects of feature selection on model performance. For 
example, Vélez Rivera et al. (2014) reported a 6.5% decrease in accuracy when classifying 
mechanical damage in mango fruits using NIR hyperspectral imagery. Li et al. (2011) and 
Pedergnana, Marpu & Mura (2013) also reported decreased classification accuracies when employing 
feature selection techniques on hyperspectral datasets. Contrary to these findings, several studies have 
reported improved model performance with feature selection (for example, see Belgiu et al. 2014; 
Poona, van Niekerk & Ismail 2016). 

Feature selection techniques are broadly categorised into filter and wrapper approaches 
(Chandrashekar and Sahin, 2014; Fu et al., 2017). The filter approach, which functions independently 
from the classifier (Fu et al. 2017), is used as a pre-processing step to rank wavebands based on their 
relative importance (Lagrange, Fauvel & Grizonnet 2017). The highest ranked wavebands, i.e. 
wavebands that contain the most useful information about a given class, are then selected based on a 
predefined threshold value and used as input for classification (Chandrashekar and Sahin, 2014). In 
comparison, the wrapper approach evaluates the suitability of waveband subsets based on the 
performance of a given classifier (Jović, Brkić and Bogunović, 2015). Wrappers employ searching 
strategies to automatically select subsets, with the optimal subset selected based on predictive 
competency (Chandrashekar and Sahin, 2014). Wrapper approaches are thus computationally more 
expensive compared with filter approaches. However, wrappers have been shown to produce subsets 
that yield improved classification results (Jović, Brkić and Bogunović, 2015). For a detailed review 
of popular feature selection methods, see Chandrashekar & Sahin (2014). 
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Numerous studies (for example Jović, Brkić and Bogunović, 2015; Ghareb, Bakar and Hamdan, 
2016; Martinez-de-Pison et al., 2017) have applied hybrid approaches for feature selection. However, 
in this study, we present an alternative approach that fuses (i.e. embeds) a filter method with the RF 
and XGBoost learners. Thus, the overarching aim of this study was to assess the efficacy of an 
embedded filter-wrapper approach for the discrimination of water-stressed vines using terrestrial 
HRS. The specific objectives are to (i) examine the effect of RF and XGBoost hyperparameter value 
optimisation on classification accuracy and computational cost, (ii) evaluate RF and XGBoost 
performance when coupled with a filter and a wrapper, and (iii) explore the utility of a filter applied 
within a wrapper paradigm (where the predictive competency of filter-selected wavebands is 
determined by the respective learner). The remainder of the paper is structured as follows: the dataset 
and corresponding analysis are introduced and detailed in Section 2, the experimental results and 
discussions are presented in Section 3, and concluding remarks provided in Section 4. 

 

2. Materials and Methods 

2.1. Experimental design 

The study utilised terrestrial imaging spectrometer data to discriminate water-stressed from non-
stressed Shiraz vines. The data was acquired on the Welgevallen experimental farm in Stellenbosch, 
South Africa (33°56'38.5"S, 18°52'06.8"E). The SIMERA HX MkII hyperspectral line scanner was 
used to capture terrestrial imagery from a side-on view of the vine canopy (Loggenberg et al. 2018). 
The imagery consisted of 176 wavebands ranging from 473 nm to 708 nm, with a bandwidth range 
of 0.9 nm to 2 nm. Imagery was captured on February 24, 2017, between 10:00 and 12:00, and pre-
processed using Environment for Visualising Images (ENVI) version 5.3.1 software. All further 
processing was completed in the R statistical software environment (R Development Core Team, 
2017) on a contemporary machine running Windows-64 OS, with an i7-4770 CPU @ 3.40GHz and 
8 GB RAM. For a detailed account of the study area, data collection, and pre-processing methods, 
see Loggenberg et al. (2018). 

 

2.2. Statistical analysis 

Classification models were developed for the RF and XGBoost learners using both default and 
optimised hyperparameter values. The two tree-based classifiers evaluated the performance of the 
Kruskal-Wallis (KW) filter (Kruskal and Wallis, 1952), Sequential Floating Forward Selection 
(SFFS) wrapper (Pudil, Novovičová and Kittler, 1994), and the proposed Filter-Wrapper (FW) 
(Bischl et al., 2016) feature selection approaches. The predictive competencies of each feature 
selection approach were compared with using all wavebands, i.e. p = 176. The classifiers were trained 
using n = 60 leaf spectra samples extracted from the terrestrial imagery, with 30 samples collected for 
each of the stressed and non-stressed classes. The data analysis workflow is represented in Figure 1. 
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2.2.1. Random forest (RF) 

RF grows a multitude of classification trees (ntree), by randomly selecting training samples with 
replacement (Breiman, 2001). Each tree is maximally grown, i.e. without pruning, on 2/3 of the 
original data (i.e. bagged sample), using a random subset of wavebands (mtry) to determine the split 
at each tree node (Breiman, 2001). The remaining 1/3 of the data (i.e. out-of-bag sample) is used to 
calculate the out-of-bag (OOB) error, which is used by RF as an internal measure of accuracy 
(Breiman, 2001). RF produces a complex forest of trees that have high variance and low bias, and 
applies majority voting across all the trees in the forest to determine class membership (Breiman, 
2001; Belgiu and Drăguţ, 2016). A detailed review on RF can be found in Breiman (2001) and Belgiu 
& Drăguţ (2016). RF was implemented using the “randomForest” package (Liaw and Wiener, 2002). 
The default hyperparameter values used for RF were ntree = 500 and mtry = �𝑝𝑝 , where 𝑝𝑝 is the 
number of wavebands. 

 

2.2.2. Extreme gradient boosting (XGBoost) 

Similar to RF, XGBoost transforms weak classification trees into an ensemble of strong predictive 
capacity. However, unlike RF, where trees are grown independently (Breiman, 2001), XGBoost 
builds trees that learn from the previously grown tree (Chen and Guestrin, 2016). XGBoost trains a 
model in an additive manner and finds the best parameters for the given model by defining an 
objective function (Chen and Guestrin, 2016). The objective function (Equation 1) contains a user-
defined predictive term, which measures the predictive competency of the model, and a regularisation 
term, which controls overfitting and reduces model complexity (Chen and Guestrin, 2016): 

 obj(θ) = φ(θ) + γ(θ)    [1] 

where φ is the training loss function, and γ is the regularisation term. The XGBoost classifier was 
employed using default hyperparameter values (Table 1) and implemented using the “xgboost” 
package (Chen et al., 2017). For a more detailed account on XGBoost and its hyperparameter settings, 
see Chen & Guestrin (2016); Xia et al. (2017); and Loggenberg et al. (2018). 
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Figure 1: Statistical analysis workflow. 

 

2.3. Hyperparameter optimisation 

In an attempt to obtain the best classification results, hyperparameter values for all RF and 
XGBoost models were optimised using the grid search optimisation method. For RF, ntree and mtry 
values were optimised following the recommendation of Abdel-Rahman et al. (2014) and Poona et 
al. (2016). Ntree values up to 2500 were evaluated using intervals of 500, with the mtry value set to 
varying multiplicative factors of �𝑝𝑝 (i.e. 1/4, 1/3, 1/2, 1, 1.5, 2, 2.5, 3). Six hyperparameter values 
were optimised for XGBoost (see Table 1), based on work done by Xia et al. (2017) and Loggenberg 
et al. (2018). The optimal RF and XGBoost hyperparameter values were selected based on model 
performance, i.e. hyperparameter values that yielded the lowest OOB and classification error, 
respectively. The Grid Search optimisation method was employed utilising the “caret” package (Kuhn 
et al., 2017). 
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Table 1: Optimisation ranges tested for XGBoost hyperparameters 

Hyperparameter Default value Range Interval 

max_depth 6 3-10 2 

subsample 1 0.5-1 0.2 

eta 0.3 0.01-0.2 0.2 

nrounds 500 (current study) 20-100 

50-250 

500-2500 

20 

50 

500 

min_child_weight 1 0.2-1 0.2 

colsample_bytree 1 0.5-1 0.2 

 

2.4. Waveband selection 

The KW filter, SFFS wrapper, and FW feature selection approaches were all implemented using 
the “mlr” package (Bischl et al., 2016). The KW filter generated a single waveband subset that served 
as input to classification for both RF and XGBoost. The SFFS and FW approaches—using default 
classifier hyperparameters—generated individual subsets for RF and XGBoost, respectively. 

 

2.4.1. Filter 

The KW filter was employed to rank wavebands based on their respective importance. The KW 
filter was utilised based on the recommendation of Vora & Yang (2017). The authors reported the 
effectiveness of the KW filter when applied to high dimensional datasets in a classification 
framework. KW is a non-parametric filter that is applied to a labelled dataset with 𝑥𝑥 number of classes 
(Vora and Yang, 2017). Wavebands are partitioned based on their class membership, and a KW 
statistic subsequently calculated (Vora and Yang, 2017). The KW statistic is defined as (Zhao et al. 
2010): 

 𝐾𝐾 = (𝑁𝑁 − 1) ∑ 𝑖𝑖𝑟𝑟(𝜛𝜛𝑟𝑟−𝜛𝜛)2𝑥𝑥
𝑟𝑟=1

∑ ∑ (𝜔𝜔𝑟𝑟𝑟𝑟−𝜛𝜛)2𝑖𝑖𝑟𝑟
𝑘𝑘=1

𝑥𝑥
𝑟𝑟=1

                                       [2] 

where 𝑁𝑁 is the total number of wavebands across all the classes, 𝜛𝜛 is the average rank of each 
waveband, 𝑖𝑖𝑟𝑟 is the number of wavebands in class 𝑟𝑟, 𝜔𝜔𝑟𝑟 is the average rank of wavebands in class 𝑟𝑟, 
and 𝜔𝜔𝑟𝑟𝑟𝑟 is the rank of waveband 𝑘𝑘 in class 𝑟𝑟. The top 10% (𝑝𝑝 = 18) of the ranked wavebands were 
then selected and used as input for classification following Abdel-Rahman et al. (2014) and 
Loggenberg et al. (2018). 
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2.4.2. Wrapper 

Sequential wrapper techniques, such as Sequential Forward Selection (SFS), are frequently utilised 
for dimensionality reduction (Taşkın, Hüseyin and Bruzzone, 2017) as they are computationally less 
expensive than exhaustive search methods (Fu et al., 2017). A more flexible variant of SFS, known 
as SFFS, was employed in the present study as it has been shown to outperform SFS (Taşkın, Hüseyin 
and Bruzzone, 2017). SFFS builds on its predecessor by integrating feature (i.e. waveband) removal 
(Chandrashekar and Sahin, 2014), which facilitates the prevention of feature nesting (Pudil, 
Novovičová and Kittler, 1994). Similar to SFS, SFFS adds wavebands one at a time to an empty 
subset (𝑘𝑘). The predictive prowess of the subset is then evaluated based on a user-defined objective 
function (Chandrashekar and Sahin, 2014). The subset is then deemed optimal (𝑑𝑑) or not; if deemed 
not optimal, the SFFS algorithm then randomly removes a waveband and the new subset is re-
evaluated (see Figure 2). This process is iterated until the algorithm converges, i.e. classification 
accuracy does not improve more than a given threshold (alpha). 

SFFS was implemented with an alpha value of 0.02 (Bischl et al., 2016). Monte-Carlo Cross 
Validation (MCCV) (Xu and Liang, 2001) splits the dataset into 2/3 training, with the remaining 1/3 
used to test model performance. MCCV was iterated 10-fold and the subset that yielded the lowest 
Mean Misclassification Error (MMCE) was selected as the optimum subset of wavebands.  
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Figure 2: SFFS Wrapper workflow (adapted from Chandrashekar & Sahin 2014). 

 

2.4.3. Filter-Wrapper (FW) 

The aim of the FW approach was two-fold: to improve the classification accuracy achieved using 
the KW filter, and to lessen the computational strain often associated with wrapper methods (such as 
SFFS). Implementation of the FW approach followed a simple workflow (see Figure 3), based on the 
following steps: 

Step 1: Wavebands are ranked using the KW filter, with a subset selected based on the optimal 
threshold value. The threshold value is optimised using grid search with values ranging 
from 0.02 to 0.2; equivalent to testing subsets of the top 2% to 20% of the ranked 
wavebands. 

Step 2: The classifier (RF, XGBoost) evaluates the predictive competency of the selected subset 
using a 10-fold MCCV, similar to the SFFS wrapper approach. 

Step 3: Steps 1 and 2 are iterated 10-fold and the optimum subset selected based on the lowest 
MMCE.  
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Figure 3: Filter-Wrapper workflow. 

 

2.5. Accuracy assessment 

An independent test set (n = 60), collected for stressed (n = 30) and non-stressed (n = 30) vines, 
was used to evaluate model performance. The performance of all models was compared based on 
their measured mean accuracies (Kohavi and Provost, 1998), computed using a confusion matrix, and 
KHAT statistic (Congalton and Green, 2009), calculated using kappa analysis: 

𝐾𝐾�  = 𝑝𝑝𝑎𝑎−𝑝𝑝𝑐𝑐
1−𝑝𝑝𝑐𝑐

                    [3] 

where 𝑝𝑝𝑎𝑎 describes the actual agreement and 𝑝𝑝𝑐𝑐 describes the chance agreement. All classification 
models were iterated 10-fold to ensure model robustness and to prevent overfitting. 

 

3. Results and Discussion 

3.1. RF and XGBoost optimisation 

Table 2 indicates the optimised hyperparameter values for RF and XGBoost. Using all wavebands 
(p = 176) as input—optimised hyperparameter values for RF were ntree = 1 500 and mtry = 4—
yielded the lowest OOB error of 6.7%. Notably, for all RF models the optimised mtry values were 
smaller than the default values (see Table 2 (A)). Although smaller mtry values lead to decreased 
computational expense, as fewer wavebands are considered for node splitting, Goldstein et al. (2010) 
assert that a smaller mtry can lead to biased RF models and decreased accuracies. However, several 
authors (for example Abdel-Rahman et al. 2015; Adam et al. 2017) have shown that smaller mtry 
values lead to improved classification performance. 
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Table 2: Optimised hyperparameter values using grid search. 

(A) RF 

Model 
Default Optimised 

ntree mtry ntree mtry OOB Error 

All wavebands (𝑝𝑝 = 176) 

500 

13 1500 4 6.70% 

KW (𝑝𝑝 = 18) 4 500 2 28.30% 

FW (𝑝𝑝 = 35) 6 500 3 11.70% 

SFFS (𝑝𝑝 = 4) 2 500 1 8.30% 

(B) XGBoost 

 

An ntree value of 500 was determined as optimal for all three feature selection approaches, i.e. the 
KW filter, SFFS wrapper, and FW approach. A default ntree value of 500 was also found to be 
optimal in previous studies by Abdel-Rahman et al. (2014); Abdel-Rahman et al. (2015); and Poona 
et al. (2016). The higher ntree value (1 500) obtained using all wavebands may be attributed to the 
dataset comprising weak predictors, resulting in a model requiring a larger number of trees (Goldstein 
et al., 2010). 

For XGBoost, using all wavebands as input yielded the lowest classification error of 8.3%. All 
XGBoost models comprised a lesser number of trees (nrounds) compared with RF (see Table 2 (B)). 
A similar finding was reported by Georganos et al. (2018) where RF required more trees (ntrees = 
2000) than XGBoost (nrounds = 600) when optimising models for land cover classification using 
high dimensional datasets. Xia et al. (2017) noted that an inherent trade-off exists between the number 
of trees (nrounds), tree complexity (max_depth), and the learning rate (eta). The authors further assert 
that generally, for a given learning rate, a smaller max_depth value leads to a greater number of trees. 
In this study, learning rates ranging from 0.07 to 0.15 were observed. These relatively small learning 
rate values indicate that the optimised models would be more robust to overfitting (Xia et al., 2017). 
However, the slower learning rate (i.e. lower eta value) would increase computational expense (Xia 
et al., 2017). 

 

Model 
max 

_depth 
subsample eta nrounds 

min_child 

_weight 

colsample 

_bytree 

Classification 

Error 

Default 6 1 0.3 500 1 1 - 

O
pt

im
is

ed
 All wavebands (𝑝𝑝 = 176) 3 0.7 0.11 250 0.6 0.7 8.30% 

KW (𝑝𝑝 = 18) 5 0.5 0.07 250 1 0.7 27.80% 

FW (𝑝𝑝 = 18) 3 0.7 0.15 100 0.4 0.7 11.20% 

SFFS (𝑝𝑝 = 3) 3 0.9 0.15 80 0.8 0.7 9.30% 
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3.2. Optimal waveband selection 

The wavebands selected by the KW filter, SFFS wrapper, and FW approach are shown in Table 3. 
It is evident from Table 3 that the location of the selected wavebands differs for the three feature 
selection approaches. For example, the KW filter selected wavebands exclusively in the blue region 
(473.92-491.95 nm) of the EM spectrum. These wavebands were also present in the subset derived 
using the FW approach (see Table 3). The blue wavebands selected by both the KW and FW 
approaches were closely related in terms of wavelengths. This could indicate that the KW filter and 
the FW approach may not be optimal for reducing the multicollinearity within the present dataset. 

Table 3: RF and XGBoost important wavebands as determined by the KW, FW, and SFFS feature 
selection approaches. Common wavebands are highlighted in bold. 

 Classifier 
RF (nm) XGBoost (nm) 

KW 
473.92, 474.74, 475.58, 476.41, 478.09, 478.94, 479.78, 480.63, 483.20, 484.06, 484.92, 485.79, 487.53, 

488.41, 489.29, 490.17, 491.06, 491.95 

FW 

473.92, 474.74, 475.58, 476.41, 477.25, 478.09, 478.94, 

479.78, 480.63, 481.48, 482.34, 483.20, 484.06, 484.92, 

485.79, 486.66, 487.53, 488.41, 489.29, 490.17, 491.06, 

491.95, 492.84, 493.74, 494.64, 495.54, 497.36, 504.76, 

577.17, 578.48, 579.79, 581.11, 582.43, 583.77, 585.12 

474.74, 475.58, 476.41, 478.09, 478.94, 

479.78, 482.34, 484.06, 485.79, 487.53, 

488.41, 489.29, 490.17, 491.06, 491.95, 

578.48, 581.11, 582.43 

SFFS 475.58, 488.41, 578.48, 644.22 496.45, 521.32, 585.12 

In comparison, the FW approach selected wavebands across the blue and green regions for both 
RF (473.92-585.12 nm) and XGBoost (474.74-582.43 nm). These selected wavebands correspond 
favourably to wavebands reported by Pôças et al. (2015) and Loggenberg et al. (2018), highlighting 
the feasibility of employing narrow wavebands in the VIS to model vineyard water stress. Notably, 
the FW approach selected a greater number of wavebands for RF (p = 35) compared with XGBoost 
(p= 18). Similar results were found by Georganos et al. (2018). However, the additional features in 
the FW-RF subset may indicate RF’s resistance to the presence of redundant and/or irrelevant 
wavebands. Moreover, as shown in Table 3, the FW approach selected wavebands common to both 
RF and XGBoost. These common wavebands (p= 18) were located across the blue (474.74-491.95 
nm) and green (578.48-582.43 nm) regions of the EM spectrum. Loggenberg et al. (2018) reported 
similar wavebands when employing internal measures of variable importance to reduce 
dimensionality. These findings suggest that these wavebands (p = 18) may be the most important for 
water stress modelling in a Shiraz vineyard. However, this requires further investigation. 

Of the three feature selection approaches evaluated in this study, the SFFS wrapper approach 
yielded the smallest subsets for RF (p = 4) and XGBoost (p = 3). For XGBoost, wavebands were 
located in the blue (496.45 nm) and green (521.32 nm and 585.12 nm), and in the blue (475.58 nm 
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and 488.41 nm), green (578.48 nm), and red (644.22 nm) for RF.  Loggenberg et al. (2018) reported 
the use of blue (474.74 nm and 497.36 nm) and green (521.32 nm, 578.48 nm and 585.12 nm) 
wavebands as an indicator of vineyard water status, which correspond to similar wavebands present 
in the SFFS-XGBoost and SFFS-RF subsets. These wavebands may be significant in modelling crop 
water stress, as the blue and green regions are highly sensitive to plant pigment (i.e. carotenoid and 
chlorophyll pigments) absorption (Zygielbaum et al., 2009; Pôças et al., 2015). Vegetative water 
stress is often expressed as an increase in blue and green reflectance (Zygielbaum et al., 2009). 

 

3.3. RF and XGBoost classification 

Table 4 shows the classification results for RF and XGBoost. For all models, the optimised 
hyperparameter values yielded improved classification accuracies, ranging from 0.8% to 5.5%. Using 
all wavebands (p= 176) as input yielded the best-performing models overall, producing a test accuracy 
of 83.3% (KHAT = 0.67) for RF and 81.7% (KHAT = 0.63) for XGBoost. These results compare 
favourably with work done by Vélez Rivera et al. (2014) and Abdel-Rahman et al. (2015), who found 
machine learning classifiers to perform best when using all wavebands. These results could indicate 
that both the RF and XGBoost ensembles are insensitive to the curse of dimensionality. Furthermore, 
the results indicate that RF outperformed XGBoost when using all wavebands. Similar findings were 
reported by Loggenberg et al. (2018). 

Subsets generated using the KW filter yielded the lowest overall classification accuracies. Test 
accuracies for all models were found to be less than 60.0%. The decreased accuracies may be 
attributed to the selected wavebands (Table 3), with the subset comprised entirely of wavebands 
located in the blue region of the EM spectrum. The blue region is most often used in combination 
with longer wavelengths (Maimaitiyiming et al. 2017; Pôças et al. 2015) for vineyard water stress 
modelling. 

In comparison, the waveband subsets selected by the SFFS wrapper and FW approach yielded 
higher accuracies, producing a test accuracy of 80.0% (KHAT = 0.60) for both RF and XGBoost. 
When compared with using all wavebands, the SFFS wrapper subsets resulted in reduced test 
accuracies for XGBoost (1.7%) and RF (3.3%). However, the SFFS wrapper subsets achieved these 
results utilising only 2% (approximately 98% reduction in dimensionality) of the original waveband 
dataset. Moreover, the FW approach presented here provides flexibility as it can be employed across 
classifiers and combined with different waveband ranking, i.e. filter, approaches. 

  



South African Journal of Geomatics, Vol. 9. No. 2, September 2020 

315 

Table 4: RF and XGBoost classification results. Results for the best-performing and worst-
performing models are highlighted in bold. 

Feature Selection Parameters Dataset RF XGB 

Accuracy (%) KHAT Accuracy (%) KHAT 

All Wavebands (𝒑𝒑 = 176) Default Train 90.0 0.80 86.7 0.73 

Test 80.0 0.60 78.3 0.57 

Optimised Train 93.3 0.87 91.7 0.83 

Test 83.3 0.67 81.7 0.63 

KW (𝒑𝒑 = 18) Default Train 68.3 0.37 66.7 0.33 

Test 56.7 0.13 53.3 0.07 

Optimised Train 71.7 0.43 72.2 0.43 

Test 57.5 0.15 58.3 0.17 

FW 𝒑𝒑 = 35 (RF) & 𝒑𝒑 = 18 (XGBoost) Default Train 86.7 0.73 86.7 0.73 

Test 78.7 0.57 80.0 0.60 

Optimised Train 88.3 0.77 88.8 0.77 

Test 80.0 0.60 80.0 0.60 

SFFS (𝒑𝒑 = 4 (RF) & 𝒑𝒑 = 3 (XGBoost)) Default Train 90.0 0.80 88.3 0.77 

Test 80.0 0.60 80.0 0.60 

Optimised Train 91.7 0.83 90.7 0.80 

Test 80.0 0.60 80.0 0.60 

 

3.4. Comparison of computational expense 

Additionally, the study recorded the computational expense of the three feature selection 
approaches (Table 5). The KW filter took 2.59 seconds to run. However, the waveband subset derived 
using the KW filter yielded the lowest classification accuracies. The SFFS wrapper subsets yielded 
the highest classification accuracies but required 1 402.33 seconds (approximately 23 minutes) to run 
for RF and 5 820.24 seconds (approximately 1.6 hours) for XGBoost. In comparison, the FW 
approach required less processing time, approximately 2 minutes for RF and 7 minutes for XGBoost, 
to produce subsets of equivalent predictive competency. 

It is evident from these results that algorithm optimisation does improve classification accuracy. 
However, it can be argued that the implementation of hyperparameter optimisation is application- 
specific, i.e. marginal increases in accuracy may not always warrant the added computational 
expense. Additionally, the choice of classifier should be considered when employing optimisation. In 
this study, RF optimisation resulted in marginal increases in accuracy, with minimal computational 
cost; 267.61 seconds using all wavebands (p=176). In comparison, XGBoost optimisation was 
computationally more expensive; 19 646.84 seconds using all wavebands. Chen & Guestrin (2016) 
and Xia et al. (2017) recommend the optimisation of XGBoost hyperparameter values. However, the 
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results of the present study indicate that the gain in predictive competency does not justify the greater 
increase in computational expense. 

Table 5: RF and XGBoost computational expense for feature selection and hyperparameter 
optimisation. 

 
Processing Time (s) 

KW FW SFFS All Wavebands 

Optimisation 
RF 27.8 14.75 31.36 267.61 

XGBoost 17 803.06 17 742.21 18 898.73 19 646.84 

Feature Selection 
RF 

2.59 
87.55 1 420.33 

- 
XGBoost 402.66 5 820.24 

The longer processing time observed for XGBoost optimisation and feature selection may be 
attributed to the classifier’s use of the greedy search algorithm. XGBoost utilises an exact greedy 
search algorithm (Chen and Guestrin, 2016; Xia et al., 2017) for finding the optimal tree structure. 
Xia et al. (2017) noted that this method is computationally expensive when employed on high-
dimensional datasets, such as hyperspectral data. In contrast, RF uses random coefficients, 
determined through bagging with replacement and randomisation (Breiman, 2001), to find the 
optimal split for each tree, which is computationally more efficient. Moreover, as asserted by Xia et 
al. (2017), the longer processing times for the XGBoost algorithm may be explained by the slower 
learning rates (i.e. low eta values) utilised in the present study. 

Consequently, this study shows that there is an inherent trade-off between dimensionality 
reduction, classification accuracy and computational expense. The FW approach presented in this 
study was the most successful in lessening this trade-off. High classification accuracies were 
obtained, using only 10% to 20% of the original waveband dataset (equivalent to an 80% to 90% 
reduction in dimensionality), at minimal computational expense. Although the FW approach warrants 
further investigation, it has demonstrated its potential operational capability. 

 

4. Conclusion 

This study investigated the efficacy of the KW filter, SFFS wrapper, and FW approach for 
waveband selection of terrestrial hyperspectral imaging data. The predictive competency of the 
generated subsets was evaluated using the RF and XGBoost machine learning classifiers. The 
classifiers were employed using both default and optimised hyperparameter values. Based on the 
findings of this study, the following conclusions are drawn: 

(1) The proposed FW approach to feature selection demonstrated considerable promise in 
both predictive competency and as a means to lessen computational expense. 

(2) The performance of a filter can be improved by implementing the proposed FW approach. 
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(3) Both the RF and XGBoost ensemble learners have shown to be insensitive to the curse of 
dimensionality. 

(4) The VIS region of the EM spectrum shows promise in discriminating between water-
stressed and non-stressed Shiraz vines. 

(5) Optimising RF and XGBoost hyperparameter values do lead to increased classification 
accuracies. However, careful consideration should be given to the choice of classifier and 
the application. 
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