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Significance:
The responsible application of artificial intelligence (AI) in health care is crucial as it has the potential to 
revolutionise medical practices. AI technologies can analyse medical data, identify patterns, and generate 
insights that can inform clinical decision-making, improve patient outcomes, and reduce healthcare costs. 
However, the ethical, legal, and social implications of AI in health care must be considered to ensure that its 
implementation is safe, transparent, and equitable. It is essential to prioritise the responsible application of 
these technologies to maximise their benefits and minimise potential harm. As AI continues to advance, its 
responsible application will play a vital role in shaping the future of health care.

Introduction
Artificial intelligence (AI) can broadly be defined as the computational simulation of complex intellectual processes 
associated with intelligent human behaviour, such as learning, decision-making, problem-solving, executing tasks 
and self-correction.1-3 While the application of AI has widespread potential, its possibilities in health care are 
particularly significant, with research findings indicating that these technologies can already outperform humans 
in key healthcare tasks. For example, AI-powered machines are assisting radiologists in timeously identifying 
malignant tumours.4 The introduction of AI in the healthcare sector is primarily aimed at supporting the move 
towards precision medicine, including ensuring more efficient and accurate diagnoses and treatment plans. This 
will also have the benefit of relieving clinicians from the burden of mundane tasks. In this regard, AI technologies 
were successfully used during the COVID-19 pandemic to assist decision-making about prioritisation and allocation 
of scarce resources.5 While the introduction of AI in the healthcare sector is primarily aimed at improving service 
delivery within the industry6, the impact it will have on the healthcare sector as a whole, and on patient well-being in 
particular, will depend on how AI is developed, applied and regulated. Related to these are several ethical concerns 
that require urgent and continued attention. 

First, to perform a given task with precision and efficiency, AI systems require access to extensive data sets. Within 
the healthcare context, these data sets are patient health information that would have been obtained from private 
and public hospitals, including government entities. This raises privacy concerns relating to data security as well 
as to ensuring that the appropriate consent to use data has been sought. Second, given human involvement in the 
initial training and learning of these systems, there are concerns that existing human prejudices and biases may 
inadvertently be introduced, leading to algorithmic, and consequently, decision-making biases. This has implications 
for health equity. Third, AI systems might make errors as part of the process of learning and becoming more efficient. 
If such systems improve to the extent that they can operate autonomously, we may have to reconfigure our models of 
responsibility and liability to accommodate such errors. These concerns regarding AI in health care are by no means 
exhaustive, but we regard them as particularly salient. Moreover, they imply the need for responsible and effective 
governance and regulation informed by a multidisciplinary and collaborative approach that considers the full array of 
ethical, legal, social, and economic implications of the use of AI technologies.7 In this Perspective, we discuss each 
of these concerns and provide some suggestions for ensuring responsible AI in health care. 

Data security, privacy and appropriate consent 
Ethical AI includes respecting privacy as a fundamental value and right which in turn requires data security and 
protection.8 In South Africa, the Protection of Personal Information Act (POPIA) balances the right to protection of 
privacy, access to information and freedom of expression.9 This is pertinent given that for AI to function optimally 
in the healthcare sector, it requires access to extensive personal biometric information and data. However, POPIA 
does not accommodate all the specificities and challenges posed by the use of AI in health care. With the new 
reality of big data, mass quantities of patient data and personal data would be required by big tech companies to 
train and build algorithms. Although the data would be de-identified, the risk of reidentification remains plausible. 
Recent studies have shown how computational strategies can be used to reidentify individuals in health data 
repositories managed by both public and private institutions.10,11 One such study found that an algorithm could 
be used to reidentify 85.6% of adults and 69.8% of children in a physical activity cohort study “despite data 
aggregation and removal of protected health information”12. Insofar as the possibility of reidentification poses a 
significant obstacle to privacy, there is a need for new and improved data regulations that bolster this value and 
right. With the rapid pace of technology development, there are gaps in regulation and oversight that should be 
addressed through an innovative and multidisciplinary approach.

A related concern is how to ensure that appropriate models of consent have been used to obtain permission for 
the use of personal patient data, given that AI systems require access to vast data sets. The challenge here is 
ensuring that individual patients understand how their data might be used and the risk of reidentification, both 
requirements for meaningful consent. Moreover, as AI systems develop further, and are able to perform increasingly 
complex procedures, securing consent may prove challenging. While a sufficiently informative explanation of AI-
enabled procedures would be necessary to ensure meaningful consent, the possibility of mistrust or fear of such 
technologies would require consideration. This implies that more studies are needed, in contexts in which such 
systems might be used, in order to ascertain optimum ways of communicating information and risks regarding 
these complex technologies. 
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Algorithm biases and health equity 
As mentioned above, access to vast data sets is crucial for the optimum 
functionality of AI, and for the process of machine learning and algorithm 
development, in particular. Therefore, if the data set itself is biased, this 
bias is transferred to the model that learns from the data. There is evidence 
that algorithm bias has already found its way into some AI devices; for 
example, pulse oximeters which have lower accuracy for populations 
with non-European ancestry due to the associated algorithms drawing 
on data sets comprised predominantly from populations of European 
ancestry.13 This raises distinct concerns about equity in health care. 
Biases fall into three main categories. First, bias could occur when skewed 
or misrepresentative data are fed as training data into an algorithm, for 
instance, data sets that exclude or underrepresent vulnerable populations, 
as is the case in the above example. Second, bias could occur due to 
malfunction or faulty algorithms. Third, bias could be introduced due to 
human prejudice informed by erroneous assumptions. In Africa, limited 
high-quality electronic data due to non-uniform or incomplete data sets 
could undermine data-oriented technologies and further exacerbate bias. 
Concerns about algorithmic inclusivity and the perpetuation of such 
biases are particularly urgent given that populations with African ancestry, 
across the globe, and in Africa, in particular, continue to be negatively 
impacted and harmed by ongoing prejudice. In clinical contexts in which 
AI is involved in diagnoses or providing predictions about the best possible 
treatment outcomes, biases in algorithmic processes could lead to serious 
harms related to misdiagnoses or inappropriate treatment. The responsible 
use of AI requires that its deployment in health care must be free from bias, 
and data ethics governance should be established to oversee software and 
algorithm development.14

‘Black box’ AI systems, trust and responsibility 
Machine learning refers to the system of coded algorithms by which 
engineers inform artificial intelligence systems what to learn, what 
rules to apply to the learning process and the fundamental principles 
to apply. However, in the case of certain kinds of machine learning, 
these rules are not always fixed, they can be changed by the machine 
itself.15 Machine learning is commonly used in precision medicine to 
predict what treatment protocols will succeed based on various patient 
attributes and the treatment context.16 More complex forms of machine 
learning involve deep learning or neural network models with several 
layers of features and variables that predict outcomes. For example, a 
typical application of deep learning in health care is the recognition of 
potentially cancerous lesions in radiology images. 

In clinical contexts there are concerns about the more complex forms 
of machine learning techniques, particularly the so-called ‘black box’ 
systems. The concern here is that black box systems are characterised 
by “opacity, complexity, and unpredictability” with the result that it is 
not possible to ascertain the process by which these systems deliver 
their output.17 While such systems are highly efficient, the possibility of 
errors is also a precondition of part of the learning process, in the same 
way that human beings learn more effectively through the allowance of 
error.15 Black box systems raise numerous ethical concerns, including 
explicability and accuracy, patient–clinician trust and broader questions 
regarding responsibility and liability in the case of errors or decisions that 
produce harmful consequences. In terms of the former, trade-offs might 
be required between increasing accuracy (at the cost of explainability) 
and enhancing a system’s explainability (which may reduce its 
accuracy).18 However, the degree of necessary explicability depends on 
the context and the risk involved. When there is a high risk of harm or 
negative outcomes associated with the decisions of such systems, we 
should be able to ascertain a full understanding of the decision-making 
process of the system. This implies that black box systems, for which 
such an explanation is not possible, should not be used with procedures 
that carry such high risk. 

Currently, AI technologies support clinicians in decision-making, rather 
than operating autonomously; however, insofar as these systems 
improve and are able to operate independently, the transfer of decision-
making from human agents to AI will elicit considerable ethical and legal 
concerns. Given that the law is configured in terms of the rights and 

obligations of human persons, an argument can be made that these 
rights should not be solely subjected to automated devices, especially 
when their decisions could have dire consequences.19,20 In South Africa, 
the da Vinci Xi fourth-generation system, one of the most advanced 
surgical robots in the world, is currently used by surgeons to perform 
robotic-assisted minimally invasive surgery in two public hospitals 
and several private hosiptals.21 This system has been built drawing 
on knowledge gained over the past two decades, ensuring substantial 
improvements in design and performance; its precision and accuracy 
cannot be overemphasised. While da Vinci is not fully autonomous, 
there is a possibility that future iterations might be deemed capable of 
independently performing specific tasks, carrying out decision-making 
processes, and proposing and validating strategies. Various ethical 
challenges will need to be addressed by regulatory bodies before this 
possibility is realised. As mentioned above, these include informed 
consent related challenges but also possibly a need to reconfigure our 
frameworks of responsibility to account for such autonomous systems 
as well as our legal frameworks in terms of liability for errors that might 
be made during procedures or associated harms. 

Moreover, to foster trust and transparency, these systems might require 
the capacity to be sensitive to both ethical and social values in various 
multicultural contexts, and to justify their output, not only in the case of 
errors but in general. This would of course depend on the nature and 
purpose of the system. Trust is fundamental to the clinician–patient 
relationship insofar as the success of most medical interventions 
depends on it. As evidenced by previous abuses of trust in clinical and 
research contexts, this relationship is tenuous. While doctor–patient 
trust could be conferred to AI systems, any small failure in AI could 
significantly erode public confidence in health care. Once again, these 
challenges indicate a need for a regulatory framework that protects the 
safety of end users and ensures that the development of these devices 
is informed by a concern for fundamental human principles and values.

Ethical governance and regulation 
The report on Ethics & Governance of Artificial Intelligence for Health 
published by the World Health Organization in 2021 offers an excellent and 
practical resource for responsible development, design, use and regulation 
of AI.22 The guiding principles suggested in the report emphasise that the 
use, governance and regulation of AI should promote autonomy, well-
being, trust, accountability, and equity, whilst being sustainable.22 

In the context of considering ethical AI in health care, the notion 
of responsibility is fundamental. This includes both retrospective 
responsibility and prospective responsibility. The former is relevant in 
the case of dealing with errors that might be made by such systems, 
implying accountability or the need to be able to understand and explain 
the decisions of such systems, including any errors. In cases where harm 
is caused by an AI system in healthcare contexts, we should ensure that 
human beings are meaningfully involved in a way that we can identify 
parties who can be held accountable and responsible. However, the 
implication here is that completely autonomous AI systems that employ 
black box processes should not be used in certain healthcare contexts, 
given that such systems are not appropriate targets of our ascriptions 
of responsibility and accountability. Prospective responsibility requires 
that all stakeholders assume the duty to ensure the ethical roll out of 
AI. Responsible AI also underscores the significant role that educational 
interventions can play to ensure widespread knowledge and awareness 
and promote public acceptability and participation. Developers and 
manufactures of these devices must also be accountable to regulatory 
bodies and the public. Furthermore, there is a need for a regulatory 
framework mechanism to ensure that algorithm processes involved in AI 
systems meet declared ethical standards and expectations, such as the 
World Health Organization’s guidelines.22 

Conclusion 
Given the enormous potential of AI to improve health care and enhance 
health outcomes in other areas, there will undoubtedly be an increase 
in the use of such systems over the next few decades. Addressing the 
above concerns will require ongoing ethical discussion, good governance 
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and robust regulation. As argued by Jonas23, the development and 
application of science and technology should be grounded in recognition 
of the responsibility we bear to future generations. In the case of AI, 
we must govern and regulate it with awareness of the impact of our 
decisions on the well-being not only of all human beings who currently 
live, but also of those in the future. 
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