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ABSTRACT: In this work an improved Principal Component Analysis (PCA) method is used for better 

determination of geographical origins of Ethiopian Green Coffee Beans. In the commercially available 
and widely employed PCA methods the dataset is commonly normalized using Z-score procedure, 
which reduces the influence of the spread of data (or dispersion degree differences) on principal 
components (PCs). In the improved method, a new normalization procedure is introduced with the aim 
to improve the spread (dispersion) of data points around the mean. The PCs computed from the 
improved procedure could significantly better reflect information of the original dataset. The 
dispersion degree information in the original dataset was retained relatively much by using the 
improved PCA than the Z-score-based PCA. The improved PCA was then used to identify the most 
discriminating variables corresponding to the coffee samples and, based on that, Linear Discrimination 
Analysis (LDA) model was developed to classify and predict samples. The recognition and prediction 
abilities of the improved PCA and LDA at regional level respectively were 95.7% and 94% (using 
Chlorogenic Acids (CGA s) content), 91% and 97% (using Fatty Acids (FA) content), 99% and 100% (and 
using the combined CGA and FA contents). Mehari et al. (2016, 2019) reported recognition and 
prediction of the PCA, they applied on the same dataset, at regional level were 91% and 90% (using CGA 
s content) and 95% and 92 % (using FAs content), respectively. The result reveals that the newly 
introduced method is superior and the best discriminations of coffee beans were achieved. The 
combined analysis of CGA and FA concentrations is a useful tool for the determination of origin of coffee 
beans, and we recommend that the concerned bodies should use it to address the characterization, 
classification and authentication of Ethiopian coffee beans according to their geographical origins. 
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INTRODUCTION 
 

Coffee, which is the second most important 
commodity in international trade, involves 
networked trade covering both developing and 
developed countries. The price of coffees in the 
international market, which depends on the 
quality of the coffee beans, has a direct correlation 
with the taste of the final consumed product. The 
coffee’s originality and traceability have been seen 
as important factors and hence, the determination 
of quality and originality of coffee is necessary 
(Kurniawan et al., 2019). Coffee plays a vital role in 
the Ethiopia’s economy and become a major source 
of foreign exchange earnings. The great diversity 
in country’s coffee ‘gene pools’, which can be 

associated with the existence of diverse agro-
ecology, has endowed Ethiopia with very diverse 
and unique quality coffee characteristics that 
associated with different localities (Ethiopian 
Coffee Science Society, ECSS, 2019). There is a price 
difference for Ethiopian coffee products depending 
on the region of production and that is determined 
by their flavors. This can be seen as the cause for 
the adulteration of expensive varieties with 
cheaper coffee varieties and fraud regarding to the 
production areas (origins) within the country 
(Bewketu Mehari et al., 2016).  This calls for a 
reliable and effective means of identifying the 
geographical origins of coffee beans. On the other 
hand, the development of a method that helps to 
make the desired classification needs high 

https://dx.doi.org/10.4314/sinet.v45i1.1


2  Endale Deribe Jiru et al. 
 

dimensional (multivariate) massive dataset that 
reveals different attributes of the coffee beans 
depending on the locations of their origin.   
 Indeed, technological advancement and 
innovations have brought massive high 
dimensional data, called Big Data, which has been 
encouraged advancement of computational 
techniques considering the major issues and 
challenges of those massive dataset like volume, 
speed, and variety that mainly related to 
dimensions (Kpigigbue et al, 2019). Moreover, 
recent development and advancement in research 
work and technologies resulted in an exponential 
growth in dataset with respect to sample size as 
well as dimensions. Laboratory instruments 
become more and more complex and report 
hundreds or more measurements for a single 
experiment and thus, dealing with and retrieving 
information from such high dimensional datasets 
create challenges for the users and researchers to 
automatically extract useful information, pattern 
and knowledge from them (Ullah et al., 2017). 
However, much of the data in those high 
dimensional datasets are highly redundant and 
can efficiently reduced down to a much smaller 
number of variables without a significant loss of 
information using the mathematical methods 
known as dimensionality reduction (DR) 
techniques and so, developing and applying 
effective and appropriate DR techniques based on 
the given dataset are currently a hot-research topic 
(Holmes and Huber, 2019). 

Although many dimensionality reduction 
(DR) techniques have been developed and 
implemented, they are easy to misuse, and their 
results are often misinterpreted in practice 
(Nguyen and Holmes, 2019). In addition, most of 
the existing DR and classification techniques lack in 
producing easily interpretable features, 
understandable patterns and interesting results for 
different research areas and applications (Geng 
and Hamilton, 2006). It is known that the 
underlying assumption for dr techniques is that 
keeping the most useful information of the original 
high-dimensional datasets in a low-dimensional 
transformed subspace. Hence, the main goal of DR 
techniques is to get accurate and easily 
understandable representation of the original 
dataset with the removal of statistically redundant 
information (Jolliffe and Cadima, 2016; Breger, et 
al., 2020). 

Principal component analysis (PCA) and 
Linear Discriminant Analysis (LDA) are two 
popular methods for DR and data visualization 
(Bishop, 2006). PCA is a data analysis method, 
which uses an orthogonal transformation to 
convert a set of possibly correlated observations 
into a new set of linearly uncorrelated components 
called Principal Components, which are ordered so 
that the first few retain most of the variation 
present in the original variables (Jolliffe, 2002; 
Mishra et al., 2017, Walker, 2020). In terms of linear 
algebra, PCA involves basically the eigenvalue 
decomposition of the covariance matrix of a 
dataset.   On the other hand, LDA finds a linear 
combination of observation vectors, which 
separate two or more categories of objects by 
finding a low dimensional subspace that keeps 
data points from different classes far apart and 
those from the same class as close as possible 
(Bishop, 2006). In general, PCA and LDA are two 
widely used methods for DR and classification in 
the areas of machine learning, pattern recognition, 
and applications of science and engineering 
(Bishop, 2006; Charu, 2014; Tharwat, 2016, Walker, 
2020).  

Recently, several authors have developed, 
applied, and reviewed different dimensionality 
reduction (DR) and classification techniques. Gupta 
et al. (2002) introduced DR techniques that improve 
the performance of classification algorithms. They 
revealed that techniques such as PCA, LDA, and 
kernel based PCA and lda were used to reduce the 
dimensionality of original dataset. Similarly, 
Arunasakthi and Kamatchipriya (2014) conducted 
review on linear and non-linear DR techniques, and 
stated that PCA and LDA were the fundamental 
techniques for DR as well as retrieving effective 
variables of high dimensional data points. Despite 
the development of several PCA -based DR models, 
there are few studies focused on the retention 
outcome of key information from the original used 
dataset in PCA (Hosseini and Kaneko, 2011). Shang 
and Wang (2014) proposed improved the classical 
PCA by normalizing the data matrix using the 
mean of each feature of the original dataset. They 
applied it for comprehensive assessment on 
thermal power generation units and retained 
original information in better way than classical 
PCA. However, they couldn’t implement it to 
applications involving negative data points. Data 
normalization is a data preprocessing technique 
for DR to transform the original dataset into a 
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desired range, which improves the outliers and 
data quality, removes the inconsistency and 
ambiguity in the original datasets and improves 
the performance of the techniques and algorithms 
(Rathod and Momin, 2012). 

In most dimensionality reduction (DR) 
techniques, the primary step is identifying whether 
the selected variables are interrelated to each other, 
since information overlap could make evaluation 
results biased (Shirali et al., 2016). Studies show 
that pca models have been commonly 
implemented using original datasets for dr 
(Coussement et al., 2016; Rajesh et al., 2018). These 
original datasets contain key information mainly in 
the two aspects: the distribution information (or 
spread of data) among all variables, which is 
reflected by the variance; and the significant or 
insignificant relationships between the variables of 
the given dataset, which is reflected by correlation 
coefficient matrix (Shang and Wang, 2014). 
However, most studies used the Z-score 
standardization for data normalization in PCA 
model development that makes the variances of all 
indicators equal to 1, which eliminates the 
information of dispersion degree contained in the 
given dataset (Hao et al., 2013; Shang and Wang, 
2014). 

Therefore, in order to apply normalization on 
the original dataset having large differences in the 
measured scales, essential consideration should be 
taken for PCA model development to avoid the loss 
of key information. Taking into account the fact 
that information overlap between variables is 
eliminated by applying PCA (Jolliffe, 2002; Shirali et 
al., 2016), this study aimed to introduce PCA with a 
new normalization method as DR and LDA 
classification technique to identify the most 
discriminating variables for the determination of 
the geographical origin of the various Ethiopian 
coffee beans. 

Authentication of coffee origin is highly 
demanded by international consumers as 
additional attribute of quality, and thus consumers 
being willing to pay attractive prices for coffee 
varieties from particular areas.  In this context, 
effective and reliable identification methods to 
prevent fraudulent practices become necessary. 
Bewketu Mehari et al. (2016) used the phenolic 
profiles of the Ethiopian coffee beans to identify 
characteristic chlorogenic acids according to their 
region of origin. They applied PCA on Pareto scaled 
data matrix and identified the concentrations of 3-

cqa and 4,5-dicqa as the characteristic markers for 
Northwest and East coffees, respectively. 
Moreover, they applied LDA model for the 
classification of coffee samples and achieved the 
recognition and prediction abilities of 91% and 
90%, respectively, at regional level, and 89% and 
86%, respectively, at sub-regional level. Similarly, 
Kurniawan et al. (2019) developed da of pcs and 
applied it to dataset consisting three kinds of Java 
Arabica coffee beans namely Arabica Java 
Preanger, Arabica Bondowoso and Arabica 
Malang to classify them based on their origin. 
They confirmed that the best result for 
discriminating those three kinds of coffee beans 
was obtained with pc1 versus pc2 that classified 
Arabica coffee beans accurately 100%. 
` On the other hand, the fatty acids contents, 
which decrease with increasing altitude of the 
coffee plants, are one of the major components that 
determine the quality and origin of coffee plants 
(Girmay Tsegay et al., 2020). The article published 
by Bewketu Mehari et al. (2019) proposed 
analytical method to verify the production region 
of the Ethiopian coffee beans based on their fatty 
acid compositions. They applied PCA on Pareto 
scaled dataset to visualize data trends and LDA to 
construct classification models. The study 
identified Oleic, Linoleic, Palmitic, Stearic and 
Arachidic acids as the most discriminating 
compounds among the production regions. They 
achieved the recognition and prediction abilities of 
95% and 92%, respectively, at regional level and 
95% and 73%, respectively, at sub-regional level. 

The article by Núñez et al. (2020) proposed 
techniques for the characterization, classification, 
and authentication of coffee samples according to 
their country of production, variety, and roasting 
degree. They used 306 commercially available 
coffee samples and divided them into three groups 
of samples: changing on the production country, 
coffee variety, and roasting degree. They applied 
pca and partial least squares regression-
discriminant analysis (pls-da) and showed good 
discrimination capabilities among the different 
coffee production regions and coffee varieties 
(Arabica vs. Robusta).They revealed that pls-da 
provided classification rates higher than 89.3% and 
91.7% for calibration and prediction, respectively. 

However, there is no study on the 
characterization and classification of Ethiopian 
coffee beans according to their geographical 
origins using the combined analysis of 
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Chlorogenic acid and Fatty acid contents. 
Therefore, the aim of this study was using 
improved pca and lda to identify the most 
important discriminant compounds based on the 
composition of Chlorogenic acids and Fatty acids 
in the Ethiopian green coffee beans. 
 The novelty of the proposed dimensionality 
reduction and classification techniques of this 
study lies in following aspects.  
1) The proposed pca technique improves the 
dispersion degree of the original dataset and the 
outlier robustness of pca and thus, allowed the 
normalized dataset retain more key information as 
compared to any previous techniques. 
2) The proposed method uses the individual 
and combined analyses of Chlorogenic acid and 
Fatty acid contents, and hence, improves the 
characterization and classification of Ethiopian 
coffee beans according to their geographical 
origins with a high prediction success rate (100%) 
for the analysis of regional coffees as well as sub-
regional coffee  types.  
 The rest part of this work is organized as: 
Section two discusses the research methods for 
dimension reduction and classification using 
improved pca and lda, Section three present 
results and discussion of dimensionality reduction 
and classification applied to the Ethiopian coffee 
beans dataset, and the final section provides 
conclusion based on the findings of the study. 

 
 

RESEARCH METHODS 
 

Dataset         

The data is taken from the published articles of 
Bewketu Mehari et al. (2016, 2019). The first article 
presents the measurements of eight different 
Chlorogenic acids (cgas) in each of 100 samples of 
green coffee beans collected from different part of 
Ethiopia; and the second article presents the 
measurements of 11 different Fatty acids (fas) in 
each of those samples. The data is constructed by 
applying the Box-Muller method using the mean, 
standard deviation and summarized values given 
for each regional and sub-regional category on the 
first article for Chlorogenic acids and for Fatty 
acids on the second article. The Box–Muller 
transform was developed and employed as a more 
computationally efficient alternative to the 
statistical inverse transform sampling method 

(Kloeden and Plate, 1992; Martino et al., 2012). The 
coffee samples were collected from the four 
sampling regions, the major coffee production 
areas across Ethiopia, such as East, Northwest, 
West and South categories. Accordingly, the 
dataset contained a total of 100 samples, 27 from 
East (15 Harar-A and 12 Harar-B), 6 from Northwest 
(3 Benishangul and 3 Finoteselam), 18 from West (3 
Jimma-A, 3 Jimma-B 10 Kaffa and 2 Wellega) and 49 
from South (10 Sidama-SA, 29 Sidama-SB and 10 
Yirgachefe) based on the 8 selected CGAs and 11 FAs 
found in green coffee beans. Consequently, the 
dataset of the measurements of CGA and FA are 

organized as observation matrices of sizes 8100 

and 11100, respectively, and these are combined 

into 19100 observation matrix. A column in each 
of the observation matrices is the measurement of 
corresponding variables of individual sample 
point.       
 
Methods of Data Analysis 

In this work, the statistical package for social 
science (spss) and matlab software were used to 
analysis the data. Pearson`s linear correlation 
coefficients were used for the determination of the 
variables with highest impact on the pca 
components’ extraction process. Tabachnick and 
Fidell (2007) said that if there are few correlations 
above 0.3, it is a waste of time carrying on with the 
analysis. However, clearly, we do not have that 
problem, and the correlation matrix showed good 
consistency of results. Moreover, prior to 
constructing pca model, the suitability of the 
dataset for basis of pca was assessed using Kaiser-
Meyer-Olkin (kmo) Measure of Sampling 
Adequacy and Bartlett’s test of Sphericity (Maat et 
al., 2011). The sampling is adequate if the value of 
kmo test is greater than 0.5 (Kaiser, 1974; Field, 
2000), and the Bartlett’s Test of Sphericity must be 
significant at p < 0.05 (Hair et al., 2010; Tabachnick 
and Fidell, 2007). 

Accordingly, the variables those satisfied the 
above tests were considered, and then one-way 
analysis of variance (anova) was used to test for 
the presence of significant differences between the 
mean concentrations of the variables (i.e. 
Chlorogenic acids, Fatty acids, and both) in the 
coffee beans from different categories. Differences 
were considered significant when p < 0.05. Next, 
new data normalization was applied to transform 
the raw data into a standard form, which enable 
good comparability between variables and 
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simplifies the algorithm’s process. Consequently, 
the normalized data were analyzed using PCA 
models at regional and sub-regional levels. The 
PCA’s Loadings plots and Score plots were used to 
identify the variables and the corresponding coffee 
samples. These plots and the significant differences 
revealed by ANOVA were used to select the suitable 
discriminant markers for the corresponding coffee 
samples. Finally, LDA was applied to develop 
classification models at both regional and sub-
regional levels that could be used to classify the 
samples and predict the geographical origin of 
coffee beans. 

 
Principal Component Analysis (PCA) and its Algorithm 

PCA can employ the orthogonal projection to 
convert a large dataset of possibly interrelated 
variables into a smaller set of linearly uncorrelated 
variables so that the first linear combination 
captures the largest variance; the second linear 
combination explains the second largest variance; 
and so on (Jolliffe, 2002; Shlens, 2014; Walker, 
2020). These new computed linear combinations 
are called the principal components (pcs) of the 
PCA model. After the pcs are computed, data 
analysis, visualization and interpretation can then 
be performed using those pcs instead of the 
original dimensions (variables) of the dataset 
(Breger et al., 2020). 
 
Principal Component Analysis techniques  

To prepare for PCA, let 
],,,[ 21 nXXX X

 be a 

nd   observation matrix (a dataset of n 
multivariate items each of which with d 
components). That is, the dataset is organized so as 

its j -th column 
d

jX 
is the j -th observation 

vector (sample point) with d  components, i.e., 
T

djjjj xxxX ),,,( 21  nj ,,2,1  . Thus, X  has 

d  rows of variables where the i -th row 

),,,( 21 iniii xxxx   represents a particular 
feature (attribute) that varies over the n samples, 

di ,,2,1   . We assume, without loss of 

generality, X  is mean-centered, i.e., the arithmetic 
mean for each row is zero. This can be always 
obtained by subtracting the row mean from each 
entry of the row. Consequently, the covariance 

matrix of the n samples is the dd   matrix S given 
by  

                  

T
XX

1
1



n

S
 

Indeed,  the i -th diagonal element of S , 
T

iinii xxS
1

1



,  is the variance of the i -th variable 

ix  and its  ij -th  entry 

T

jinij xxS
1

1



 is the 

covariance of ix  and jx
. Since S  is positive semi-

definite all its eigenvalues are real and non-

negative. Moreover, as S is symmetric it has d

orthonormal eigenvectors.   
The goal of PCA is to reduce the dimensionality of 
the dataset using a linear transformation. The 
interpretation of PCA is that it finds the major axis 
(direction) of variation in the dataset such that the 
first pc defines the direction in the dataset with the 

greatest variance; and  the i -th PC defines the 

direction orthogonal to the first 1i PCs that 
maximizes the variance of the variables 

uncorrelated to each of the 1i variables. 
Therefore, mathematically, the goal of PCA is to 

find an orthogonal dd  matrix P that determines 
the change of variable   

                       YX P  
with the property that the new variables 
(components of Y )  y1, y2, ..., yd   are uncorrelated 
and are arranged in order of decreasing variance. 

Here P  is orthogonal matrix means 
T

PP 1
, so 

that the columns of P are orthonormal vectors 

(pair-wise orthogonal unit vectors), and XY T
P .  

The new variables can have the desired properties 

if we take the matrix ],,,[ 21 dvvv P whose 
columns are the orthonormal eigenvectors of S 

corresponding to its eigenvalues  1, 2, ...,d , i.e., 

iii vSv  , 
,1ii vvT 0ji vvT

 for ,ji   and the 
eigenvalues are arranged in decreasing order so 

that  1  2  ...  d  0.  
Now to justify that the new variables obtained by 

this transformation matrix P have the desired 

properties, first note that XPY
T  has zero mean 

(because the sum of its columns is equal to 

 
n
j jXT

1P
= 00P T

 as X  has zero mean). So, 

(i)   The covariance of iy  and jy
  for ji  , is   
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0)(),cov(
1

1
1

1 
 jijjijinjinji vvSvvvvyyyy TTTTTT XX

 

          Hence, the new variables y1, y2, ..., yd  are 

uncorrelated. 

 (ii)  The variance of iy  is 

           

iiiiiniini vvSvvvvyyy T

i

T

i

TTT

i

T  


)()var(
1

1
1

1 XX

, for each i =1, .., d.    

            Consequently,   

                     ),var()var( 11 ii yy    for all  i = 

2, 3, ..,d.    (i.e.,  1y  has the largest variance) 

                     ),var()var( 22 ii yy   for all  i = 

3, 4,...,d.  (i.e., 2y
 has the largest variance among 

variables uncorrelated to 1y
);   and so on.   

 Therefore, taking the i -th pc to be the i -th 

unit eigenvector of iv  of S corresponding to the 

eigenvalue, i, where the eigenvalues are sorted  in 

decreasing order, 1v  is the first pc representing  
the direction of the largest (maximum) variance 

and, in general, the ith pc is iv  which is orthogonal 

to all previous i1 pcs and represents the direction 
of maximum variance of all remaining 
uncorrelated variables.   
 
Improved PCA techniques:  

Due to the different measured scales among the 
variables of coffee beans, standardization is 
applied to the dataset to enable good 
comparability between variables. 
Z-score Standardization: The original data matrix

ndX  can be transformed into a standardized 

matrix ndY  with zero mean and unit variance as 
shown below. 

xj

jij xx

ijy





 where ijy
  is the standardized value 

of ijx
, while jx

 and xj
 are the mean and standard 

deviation of xj, respectively. 
However, Z-score makes the variance of 

each variable equal to 1, which reduces the 
influence of the spread of data (or dispersion 
degree differences) on pcs (Shang and Wang, 
2014). Thus, pcs computed from the normalized 
dataset could not fully reflect information of the 
original dataset (Hosseini and Kaneko, 2011; Cai et 
al., 2016). Based on this fact, an improved 
normalization method is proposed, that aimed to 
improve the spread (dispersion) of data points 
around the mean, as shown below 

xj

jij xx

ijz





  so that ijz
 is the standardized value 

of ijx
and 

0))(min())(max( 22    xx jjxj
.        

The mean of jth variable ( jz
) is: 

 


n

j n

z

j
ij

z
1 = xj

n
j jij

n

xx



 1 )(

= 0                          

  (1) 

The standard deviation of jth variable ( jz
) is: 

             
 




n

i jijnzj zz
11

1 2)(
=   

xj

xjn

i xj

jij xx

n 




 



 11
1 2)(

    (2) 

The correlation coefficient matrix is: 

      
)())((

11
1 / 


n

i zkzjkikjijn

S

zz zzzz
zkzj

zk zj

kj



,   

kj zzS
 is covariance between jz

and kz  

                                   = 

 





n
i

xxxx

n xkxj

xkxj

xk

kik

xj

jij

1

)()(

1
1 )(/
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                                   = 

 


n

i xjkikjijn xkxxxx
11

1 )/())(( 
 

                = kj xx
.                                          (3) 

According to Equation (3), the original dataset 

ndX  and normalized dataset ndZ   have the 
same correlation coefficient matrix, indicating that 
the improved standardization method keeps 
correlation information of all the variables. 

Importantly, jjj xxz  /
 at Equation (2) shows 

dispersion degree differences of all variables are 
partly retained, and the classical PCA (based on Z-
score) is to some extent improved. 
 
Algorithm 1: Improved PCA algorithm 

1. Standardize the original dataset: 

 The original data matrix ndX  can be 
transformed into a standardized matrix 

ndZ   as:  

      jxjijij xxz /)( 
where ijz

 is the 

standardized value of ijx
and jx

 is the mean  of xj  

and  

      
0))(min())(max( 22    xx jjxj

   

2. Calculate the covariance matrix S: 

         
T

j i
ZZSS

nddzz 1
1)(
 

, where iz and jz
 

are the ith and jth  row vectors of ndZ  , respectively, 

j i zzS
is the  covariance value between iz and jz

.  

3. Compute eigenvalues and eigenvectors of S, using  
0)det(  IS    or using any available tool such as 

MATLB.. 
 Eigenvalues are arranged in descending 

order: d  21 .                        
 The corresponding eigenvectors are 

calculated using jj vSv 
and organized as 

columns of ),,,( 21 dvvvV  , 

which are called Principal Components (PCs). 
 
4. Determine the number of principal components 

(PCs): 

 A total cumulative percentage variance   
75% is used. 
 

5. Identify the variables belonging to those determined 
pcs: 

 The loading of each variable on each those 

determined pcs is computed by 
jijij v  

, where j is the eigenvalue corresponding 

to jth pc jv
 and ijv

 is ih value of jv
. 

6. Calculate PCA scores, using the projection 

ZV TF .     

LDA Techniques and its Algorithm 

 The goal of the LDA technique is to project the 
original data matrix onto a lower dimensional 
space. To achieve this goal, three steps needed to 
be performed. The first step is to calculate the 
distance between the means of different classes, 
which is called the between-class variance (SB) or 
between-class matrix (SW), and followed by 
computing the distance between the mean and the 
data points of each class, which is called the within-
class variance or within-class matrix. Finally, we 
construct the LDA lower dimensional space, which 
simultaneously maximizes between-class and 
minimizes within-class variances. 
 

Algorithm 2: LDA algorithm 

1) Given a set of n samples 
 n

iiX 1 , each of 

which is represented as a column vector of 

length d, and LDA is applied on data matrix 

ndX
 

2) Compute the mean of each class j
 as: 

 


jij
wx inj x1

              

3) Compute the total mean of all data  as: 
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c
i in

nn
i in

ix
11

1 
, where c 

represents the total number of classes 

4) Calculate between-class matrix SB as follows: 

T
i

c
i iiB nS )()(

1
                       

5) Compute within-class matrix SW,  as follows: 

  


c
j

n
i jijjijW

j TxxS
1 1

))(( 
 where xij 

represents the ith sample in the jth class. 

6) From Equations at (4) and (5), the matrix W 

that maximizing Fisher’s formula is calculated 

as: BW SSW 1 . 

 The eigenvalues and eigenvectors of W are 

then computed using: 0)det(  IW   (or 

any available tool) 

7) Sorting eigenvectors in descending order 

according to their corresponding eigenvalues, 

the first k-eigenvectors are then used as a 

lower dimensional space (Vk). 

8) Project all the original samples (X) onto the 

lower dimensional space of lda using the 

projection: XVY T
k . 

From the discussion in Section 2.3 and Section 2.4, 

one can notice that PCA involves basically the 

eigenvalue decomposition of the covariance matrix 

of a dataset. On the other hand, LDA finds a linear 

combination of observation vectors which 

separates two or more categories of objects by 

finding a low dimensional subspace that keeps 

data points from different classes far apart and 

those from the same class as close as possible.       

 
 

RESULTS AND DISCUSSION 
 

Analysis of Data Normalization 

This study used improved PCA to identify the most 
discriminating variables (Chlorogenic acids and 
Fatty acids) of the Ethiopian green coffee beans 
according to their geographical origins. The result 
indicates that the improved standardization 
method keeps correlation information of all 
variables. On the other hand, the proposed method 
can make the standardized data retain more 
dispersion degree information of the original 
dataset compared to the PCA results with both Z-
score and Pareto scaling, the most popular and 
widely used data normalization methods. 
 Figure 1 shows the distribution of standard 

deviations of CGAs and Fatty acids in four 

situations namely from original dataset, Z-score 

standardization, Pareto scaling and improved scaling. 

In Z-score and Pareto scaling, the original data 

points ( ijx
) are normalized by applying 

jxjij xx /)( 
  and 

xjjij xx /)( 
 , respectively, where 

jx
and jx

are the mean and standard deviation of 

jx
, respectively. The standard deviations of all the 

CGAs in four situations were 0.716, 0.000, 0.341, and 

0.030, respectively, while the values were 3.916, 

0.000, 1.117, and 0.039, respectively, for all Fatty 

acids. These confirmed that the dispersion degree 

information of the original dataset was retained 

relatively much by using the improved PCA. 
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Suitability of dataset for basis of PCA  

Kaiser-Meyer-Olkin (KMO) Measure of 

Sampling Adequacy and Bartlett’s test of 

Sphericity were conducted on the dataset of the 

eight Chlorogenic acids and eleven Fatty acids 

contents of the Ethiopian green coffee beans. 

Accordingly, the KMO values were 0.788, 0.903 and 

0.877 for Chlorogenic acids, Fatty acids, and both 

Chlorogenic acids and Fatty acids, respectively, 

exceeding the recommended minimum value of 

0.5 (Field, 2000; Kaiser, 1974). It was also 

supported by Bartlett’s test of Sphericity and 

found the results were significant at p-value less 

than 0.5. Moreover, with the exception of 5-

pCoQA, the KMO value for each variable 

(Chlorogenic acid and Fatty acid) was above the 

recommended minimum value of 0.5. In addition, 

this result is supported by the test of one-way 

ANOVA (p < 0.05), which shows significant for all 

Fatty acids and Chlorogenic acids except 5-pCoQA 

at regional level, while significant for all at sub-

regional level, indicating the mean content of the 

sample coffees for each variable differ significantly 

at both regional and sub-regional levels. 

 

 
Table 1. Kaiser-Meyer-Olkin (KMO) and Bartlett's Test of Sphericity. 

 
 Chlorogenic 

acids 
Fatty 
acids 

Chlorogenic acids 
and Fatty acids 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .788 0.903 0.877 
Bartlett's Test of Sphericity Approx. Chi-Square 240.84 863.40 1276.70 

Df 28 55 171 
Sig. .000 .000 .000 

 

Principal Component Analysis (PCA) of the Coffee 
Samples 

The normalized values of green coffee dataset 
were used directly with PCA to explore the 
presence of trends or patterns in the distribution of 
Chlorogenic acids and Fatty acids among the 
various regional (and sub-regional) green coffee 
beans. The PCA results are discussed in terms of 
scores and loadings. Scores are the transformed 
variable values, while loadings are the factors by 
which the original variables should be multiplied 
to obtain the scores. The distribution of the green 

coffee samples created by the scores of the first two 
principal components is displayed by the PCA 
Scores plot and the corresponding variables 
(Chlorogenic acids and Fatty acids) are displayed 
by the PCA Loadings plot. 

PCA of Coffee Samples Exploration based on 
their Chlorogenic Acid contents 
The data used for PCA at regional level consisted of 

9 variables (corresponding to the selected 7 

Chlorogenic acids and 2 concentration ratios) and 

100 observations (corresponding to the number of 

 
   (a)        (b) 
Figure 1. Standard deviation in four situations based on Chlorogenic acid (a) and Fatty acid (b) contents of green. 

coffee beans. 
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unique coffee samples). It was found that three 

components had chosen and the total variance of 

83.1% is achieved from these three PCs. The first 

component explains 63.1% of the variance in the 

original dataset, while the second and third 

components explain 12.5% and 7.5% of the 

variances, respectively. From the scores plot, 

Figure 2(a), it is evident that the coffee samples 

tended to cluster according to their geographical 

origins. Coffee samples obtained from the eastern 

part of the country (Harar coffees) revealed 

marked differences in their Chlorogenic acid 

contents compared to coffee samples of other 

regions. Almost all of these coffees were separated 

from West, Northwest and South coffee samples 

by PC1. Similarly, coffee samples from Northwest 

region revealed marked differences in their 

Chlorogenic acid contents compared to coffee 

samples of other regions, and all of these coffees 

were separated from West, East and South coffees 

by PC2. From the score plot, some of the coffee 

samples originating from the West, particularly 

Jimma B, displayed similar Chlorogenic acid 

profiles to Sidama SB coffees from the South, 

whereas some of the coffee samples from the 

South, particularly Sidama SA, displayed similar 

Chlorogenic acid profiles to coffees from the West. 

On the other hand, among the green coffee beans 

from the South, Yirgachefe and Sidama SB differed 

from the other regions coffees with regard to their 

Chlorogenic acid profiles. These coffees typically 

grouped along the diagonal with coffees from 

Yirgachefe to the negative side of PC1 and Sidama 

SB to the positive side of PC1. 

 
The PCA loadings plot for the first two 

principal components is presented in Figure 2(b). 
The plot displays how the individual Chlorogenic 
acids correlate with each other and contribute to 
the model. Chlorogenic acids that have high 
loadings (positive or negative) on each principal 
component have a strong impact on the model, 
whereas those with lower absolute values of 
loadings have a weaker influence. 

Accordingly, using the first three principal 
components 4,5-diCQA; 3,5-diCQA/4,5-diCQA; 4,5-
diCQA/5-CQA; 3,4-diCQA; 3-CQA; 3,5-diCQA and 5-
FQA play the largest role in discriminating the 

green coffee beans from various regions. The first 
component is highly influenced by 4,5-diCQA; 3,5-
diCQA/4,5-diCQA; 4,5-diCQA/5-CQA; 3,4-diCQA; 
and 5-FQA, whereas and 3-CQA and 3,5-diCQA 
contributed to separation by the second 
component. Accordingly, East coffees, which 
clustered on the positive side of PC1, were 
characterized mainly by their high concentrations 
of 4,5-diCQA, whereas Northwest coffees, which 
clustered on the negative side of PC2, were 
characterized mainly by high concentrations of 3-
CQA. Moreover, with the exception of Jimma B, 
most coffees from West, which clustered on 

 
(a)  (b) 

Figure 2. PCA Scores plot (a) and Loadings plot (b) of the first two PCs at regional level based on the CGA contents of green 

coffee beans. 
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negative side of PC1, were distinguished mainly by 
their higher 3,5-diCQA to 4,5-diCQA concentration 
ratios (i.e. high concentrations of 3,5-diCQA and 
low concentrations of 4,5-diCQA). On the other 
hand, most of the coffee samples from South 
region were characterized partly by high 
concentrations of 5-FQA and partly by 3,5-diCQA to 
4,5-diCQA concentration ratios. 

One way ANOVA test (p< 0.05) to assess the 
effect of region on the levels of the various 
Chlorogenic acids (CGAs) was carried out. 
Accordingly, the four regional coffee samples have 
been found to contain similar levels of total CGAs 
with no statistically significant difference among 
each other. However, the amounts of the various 
individual CGAs have been found to differ 
significantly among the regions. In line with this, 
Mehari, B. et al. (2016) found, with the exception of 
5-pCoQA, similar levels of total Chlorogenic acids 
(CGAs) with no statistically significant difference in 
Ethiopian green coffee beans from different four 
studied regional categories. However, the study 
observed variations in the concentration of 
individual CGAs depending on the growing 
location of coffee beans. 

In addition to regional level, four components 
had chosen at sub-regional level and the total 
variance of 85.9% is achieved from these four PCs. 
The first component explains 52.3% of the variance 
in the original dataset, and the second, third and 
forth components explain 13.1%, 11.5% and 9.1% 
of the variances, respectively. From the score and 
loadings plots in PC1 versus PC2 at sub-regional 
levels, coffee samples from Hara were grouped on 
the negative side of PC1, and they were 
discriminated from the other sub-regional coffee 
types by 4,5-diCQA. These coffees contain 
significantly higher amount of 4,5-diCQA (average 
4.9 mg/g) than coffee beans from the other regions 
(average 2.0–4.1 mg/g). Moreover, coffee samples 
from East contains higher amounts of 4,5-diCQA to 
5- CQA concentration ratio (average 0.17) followed 
by coffees from Northwest (average 0.12) and 
Southern Ethiopia (average 0.11) while coffees 
from West contain the lowest level (average 0.08) 
of 4,5-di CQA to 5- CQA.The three coffee samples 
from West, i.e Kaffa, Jimma A and Wollega, and 
Sidama SA coffee samples from South were 
clustered on the positive side of PC1, and they were 
characterized by their higher 3,5-diCQA to 4,5-
diCQA concentration ratios (i.e. higher content of 
3,5-diCQA but smaller content of 4,5-diCQA). 
Moreover, results of one-way ANOVA (p = 0.05) 

indicated that the mean 3,5-diCQA /4,5-diCQA 

concentration ratio (3.7), calculated from those four 
sub-regional coffee types, differ significantly from 
the other sub-regional coffees, which were in the 
range of 1.2–2.2. 

Similarly, PCA plots at the sub-regional level 
confirmed that coffees samples from Yirgachefe 
formed a separate cluster on the positive side of 
PC2, and they were differentiated from the other 
sub-regional coffees by their high 4,5-diCQA to 3,4-
diCQA concentration ratios, while coffee samples 
from Jimma B, which clustered on positive side of 
PC2 and negative side of PC1, were differentiated 
from the other sub-regional coffees by their high 
4,5-diCQA to 5-pCoQA concentration ratios. In 
addition, results of one-way ANOVA (p = 0.05) 
indicated that the mean 4,5-diCQA to 3,4-diCQA 
concentration ratio of Yirgachefe coffees (2.4) 
differs significantly from those of the other sub-
regional coffees, which were in the range of 1.4–
2.0, while the mean 4,5-di CQA to 5-pCoQA 
concentration ratio of Jimma B coffees (8.0) differs 
significantly from those of the other sub-regional 
coffees, which were in the range of 2.1–7.4. On the 
other hand, some coffee samples from Sidama SB 
show overlapping with Northwest and Jimma B 
coffees. However, applying the first four principal 
components, coffee samples from Benishangul and 
Finoteselam of Northwest region were 
distinguished other sub-regional coffee types by 
their higher contents of 3-CQA, while almost all 
Sidama SB coffees differed from the other sub-
regional coffee types mainly because of their 
higher contents of 5-FQA. Moreover, results of one-
way ANOVA (p = 0.05) also indicated that the mean 
3-CQA content of Benishangul coffees (6.5 mg/g) 
and Finoteselam coffees (5.9 mg/g) differ 
significantly from the other sub-regional coffees, 
which were in the range of 2.5–4.2 mg/g.  
 
PCA Coffee Samples Exploration based on their Fatty 
Acid contents 

The data used for PCA consisted of 13 
variables (corresponding to the selected 11 Fatty 
acids and 2 concentration ratios) and 100 
observations (corresponding to the number of 
unique coffee samples) included. It was found that 
three components had chosen and the total 
variance of 82% is achieved from these three PCs. 
The first component explains 56% of the variance 
in the original dataset, while the second and third 
components explain 18% and 8% of the variances, 
respectively. 
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From the scores plot, Figure 3(a), it is evident 

that the coffee samples tended to cluster according 

to their geographical origins. Coffee samples 

obtained from the eastern part of the country 

(Harar coffees) revealed marked differences in 

their Fatty acid concentrations compared to other 

regions’ coffee samples. All of these coffees were 

separated from West, Northwest and South coffee 

samples by the first component (PC1). Moreover, 

all coffee samples corresponding to Harar A and 

Harar B sub-regions from the East clearly 

distinguished from each other in their fatty 

contents. Some of the coffee samples originating 

from the South, particularly Sidama SB, show 

overlapping with some coffees from the West and 

Northwest. On the other hand, the green coffee 

beans originating from the South – i.e., Sidama SA 

and Yirgachefe – differed from the other regions 

coffees with regard to their Fatty acid contents. All 

coffee samples from Sidama SA were separated 

from East, West and Northwest coffee samples by 

PC1, while almost all of the coffees from Yirgachefe 

were grouped to the positive sides of PC1 and PC2. 

Similarly, Finoteselam coffee samples from 

Northwest region revealed marked differences in 

their Fatty acid compositions compared to other 

regions’ coffee samples, and all of these coffees 

were separated from East, West and South coffee 

samples by PC2. Some of green coffee beans 

originating from the West, particularly Kaffa, 

differed from other regions coffees and almost all 

of these coffees were grouped to the far positive 

side of PC1. 

 

 
 

The PCA loadings plot for the first two 

principal components is presented in Figure 3(b). 

The plot displays how the individual Fatty acids 

correlate with each other and contribute to the 

model. Fatty acids that have high loadings 

(positive or negative) on each principal component 

have a strong impact on the model, whereas those 

with lower absolute values of loadings have a 

weaker influence. Accordingly, using the first two 

principal components Oleic, Gondoic, Stearic, 

Palmitic, Linoleic, Margaric, Hypogeic, Palmitic to 

Arachidic, and Behenic to Oleic acids play the 

largest role in discriminating the green coffee 

beans from various regions. The first component is 

highly influenced by Oleic acid, followed by 

Gondoic, Stearic, Palmitic, Linoleic and Behenic to 

Oleic concentration ratio, whereas Hypogeic and 

Palmitic to Arachidic concentration ratio 

contributed to separation by the second 

component.  

 
(a) (b) 

 
Figure 3. PCA Scores plot (a) and Loadings plot (b) of the first two components at regional level based on the Fatty acid 

contents of green coffee beans. 
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Accordingly, East coffees (Harar A and Harar 

B), which clustered on the negative side of PC1, 

were characterized mainly by their high 

concentrations of Oleic acid, whereas Finoteselam 

coffees from Northwest, which clustered on the 

positive side of PC2, were characterized mainly by 

high concentrations of Hypogeic acid. On the other 

hand, among the green coffee beans originating 

from the South, Sidama SA and Yirgachefe coffees 

were characterized mainly by high concentrations 

of Margaric acid and Palmitic to Arachidic 

concentration ratio, respectively. Similarly, Kaffa 

coffee samples from West, which clustered on 

positive side of PC1, were distinguished mainly by 

their higher Behenic to Oleic concentration ratios 

(i.e. high concentrations of Behenic acid and low 

concentrations of Oleic acid). 

One way ANOVA test (p< 0.05) to ascertain the 

effect of region and sub-region on the levels of the 

various Fatty acids was carried out. Accordingly, 

the four regional coffee samples have been found 

to contain similar levels of total Fatty acids with no 

statistically significant difference among each 

other. However, the amounts of the various 

individual Fatty acids have been found to differ 

significantly among the regions. In line with this, 

Mehari et al. (2019) found similar levels of total 

Fatty acids with no statistically significant 

difference in Ethiopian green coffee beans from 

different four studied regional categories. 

 
PCA coffee samples exploration based on their 
Chlorogenic acid and Fatty Acid contents 

PCA has been applied to the dataset consisted 

of 19 variables, corresponding to 8 Chlorogenic 

acids and 11 Fatty acids, and 100 observations, 

corresponding to the number of unique coffee 

samples. PCA performed on the normalized dataset 

of green coffee beans confirmed that coffee 

samples formed separate clusters in PC1 versus PC2 

(64 % of total variability) according to their 

geographical origins. From the scores plot, Figure 

4(a), coffee samples obtained from the eastern part 

of the country (Harar A and Harar B coffees) 

revealed marked differences in their Chlorogenic 

acid and Fatty acid contents compared to other 

regions’ coffee samples. All of these coffees were 

separated from West, Northwest and South coffee 

samples by the first component. Moreover, all 

coffee samples corresponding to Harar A and 

Harar B sub-regions, from the East, clearly 

distinguished from each other in their Chlorogenic 

acid and Fatty acid contents. Similarly, with the 

exception of Jimma B coffees, all of the coffee 

samples from West region revealed marked 

differences in their Chlorogenic acid and Fatty acid 

contents compared to other regions’ coffee 

samples, and these coffees were separated from 

Northwest, East and South coffee samples by the 

first component. Some of the coffee samples 

originating from the West, particularly Jima B, 

show overlapping with some coffees of Sidama SB 

from the South region. However, the coffee 

samples from the South differed from the other 

regions coffees with regard to their Chlorogenic 

acid and Fatty acid contents, and these coffee 

samples were separated from East and West by the 

first component, while they were separated from 

Northwest coffees by the second component. On 

the other hand, coffee samples from Northwest 

region revealed marked differences in their 

Chlorogenic acid and Fatty acid compositions 

compared to other regions’ coffee samples, and 

almost all of these coffees were separated from 

East, West and South coffee samples by the second 

component. 
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(a)  (b) 

Figure 4. PCA Scores plot (a) and Loadings plot (b) of the first two components at regional level based on CGA and Fatty acid 

composition. 

 

The loadings plot for the first two principal 
components displays how the individual 
Chlorogenic acids and Fatty acids correlate with 
each other and contribute to the PCA model. The 
variables (Chlorogenic acids and Fatty acids) that 
have high loadings (positive or negative) on each 
principal component have a strong impact on the 
model, whereas those with lower absolute values 
of loadings have a weaker influence. Accordingly, 
using the first two principal components Oleic 
acid, 4,5-diCQA, Gondoic acid, Arachidic acid, 
Stearic acid, Linoleic acid, 3,4-diCQA, 3,5-
diCQA/4,5-diCQA, Palmitic acid, 3-CQA, and 
Margaric acid play the largest role in 
discriminating the green coffee beans from various 
regions. The first component is highly influenced 
by Oleic acid, followed by 4,5-diCQA, Gondoic 
acid, Arachidic acid, Stearic acid, Linoleic acid, 3,4-
diCQA, 3,5-diCQA/4,5-diCQA, and Palmitic acid, 
whereas 3-CQ, 4-CQA and Margaric acid 
contributed to separation by the second 
component.  

Accordingly, East coffees (Harar A and Harar 
B), which clustered on the negative side of PC1, 
were characterized mainly by their high contents 
of Oleic acid, whereas coffee samples from West, 
which clustered on the positive side of the first 
component, were characterized mainly by their 
high contents of 3,5-diCQA to 4,5-CQA 
concentration ratios. Similarly, coffee samples from 
Northwest, which clustered on negative side of the 
second component, were distinguished mainly by 
their high contents of 3-CQA. On the other hand, 

among the green coffee beans originating from the 
South, Sidama SA coffees were characterized 
mainly by high contents of Margaric acid. 

One way ANOVA test (p< 0.05) to assess the 
effect of region and sub-region on the levels of the 
various Chlorogenic acids and Fatty acids was 
carried out. Accordingly, the four regional coffee 
samples have been found to contain similar levels 
of total Chlorogenic acids and Fatty acids with no 
statistically significant difference among each 
other. However, the amounts of the various 
individual Chlorogenic acids and Fatty acids have 
been found to differ significantly among the 
regions (and sub-regions). 

Moreover, from the score and loadings plots 
in PC1 versus PC2 at sub-regional level, coffee 
samples from Hara A and Harar B were grouped 
on the negative side of PC1, and they were 
discriminated from the other sub-regional coffee 
types by Oleic acid contents.  Next to Oleic acid, 
both these coffee sub-types were discriminated 
from the other coffee varieties by their high 
contents of 4,5-diCQA. The three coffee samples 
from West, i.e Kaffa, Jimma A and Wollega coffees 
were clustered on the positive side of PC1, and they 
were characterized by their higher 3,5-diCQA to 
4,5-diCQA concentration ratios. 

Similarly, PCA plots at the sub-regional level 
confirmed that coffees samples from Yirgachefe 
formed a separate cluster on the positive side of 
PC1 while coffee samples from Sidama SA clearly 
separated to the far negative side of PC2. 
Yirgachefe coffees were differentiated from the 
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other sub-regional coffees by their high 4,5-diCQA 
to 3,4-diCQA concentration ratios, while coffee 
samples from Sidama SA were differentiated from 
the other sub-regional coffees by their high 
Margaric acid contents. In the same way 
Finoteselam coffee sample, which clustered to the 
far positive side of PC2, were differentiated from 
the other sub-regional coffees by 3-CQA. On the 
other hand, some coffee samples from Sidama SB 
show overlapping with Benishangul and Jimma B 
coffee samples. However, applying the 
combination of the first four principal components, 
coffee samples from Benishangul and Jimma B 
were distinguished from other sub-regional coffee 
types by their higher contents of 3-CQA and 4,5-
diCQA to 5-pCoQA concentration ratios, 
respectively, while Sidama SB coffees differed from 
the other sub-regional coffee types mainly because 
of their higher contents of 5-FQA. 

Hence, the PCA results revealed that Fatty 
acid contents are suitable to clearly discriminate 
green coffee beans from the Eastern part (Harar-A 
and Harar-B) from other coffee varieties in 
Ethiopia, whereas coffees from Western and 
Northwest parts are clearly discriminated from 
other coffee varieties by their higher Chlorogenic 
acid contents than Fatty acid contents. On the 
other hand, green coffee beans from South are 
partly differentiated from other coffee types by 
Fatty acid contents, particularly Sidama SA, and 
partly by Chlorogenic acid contents, particularly 
Sidama SB and Yirgachefe green coffee beans. 
 
LDA Coffee Samples Classification 

Discriminant analysis at Regional level 

Based on the concentrations of the identified 
Chlorogenic acids and Fatty acids, an attempt was 
made to construct classification model useful for 
the discrimination of the most important 
compounds, which helps the authentication of the 
geographical origin of the coffee beans. LDA, a 
technique that generates a set of discriminant 
functions, was applied to achieve this aim. These 
functions are based on linear combinations of the 
descriptor variables that provide the best 
discrimination among groups of coffee samples. 
The generated functions can then be applied to 
new samples that have measurements for the 
descriptor variables, but have unknown group 
membership, thus allowing the group membership 
to be predicted. All of the four groups of coffee 
samples – i.e., East, West, Northwest and South – 
were assigned equal prior probabilities. Finally, 

the reliability of the LDA model, at the regional 
level, was assessed in terms of its recognition and 
prediction abilities. For this, the entire sample set 
was divided into a training set and testing (an 
external validation) set. The testing set consisted of 
30 (30%) randomly selected samples, while, the 
remaining 70 (70%) samples were used as training 
set to construct the LDA model at the regional level. 
Hence, 19 East, 13 West, 4 Northwest and 34 South 
samples of green coffee beans were included in 
training set and the remaining samples were 
included in testing set. 
 
Discriminant analysis at Regional level based on 
Chlorogenic acids 

All of the seven Chlorogenic acids and one 
concentration ratios were used simultaneously to 
construct the LDA model at the regional level. 
Three canonical discriminant functions were 
subsequently computed. The magnitude of Wilks’ 
𝜆 encompassing the three functions was 0.024, 
reflecting that the LDA model accounts for almost 
all of the variation in the dataset. Wilks’ 𝜆 indicates 
the proportion of the total variance in the 
discriminant scores not explained by differences 
among the classified groups of samples. Smaller 
values of Wilks’ 𝜆 indicate greater discriminatory 
ability of the computed functions. The first two 
discriminant functions together accounted for 90% 
of the total variance in the dataset. 

The contribution of each Chlorogenic acid to 

the LDA model was assessed from the structure 

matrix and tests of equality of group means. The 

structure matrix (Table 2) indicates the correlation 

of each Chlorogenic acid with the discriminant 

functions. Accordingly, 4,5-diCQA is correlated 

most strongly to the first discriminant function, 

followed by 3,4-diCQA and 5-CQA, while the second 

function is correlated most strongly with 3,5-

diCQA/4,5-diCQA, followed by 3-CQA and 4,5-

diCQA. The test of equality of group means, which 

is a measure of a variable’s potential before the 

discriminant model is created, is carried out with a 

one-way ANOVA for each variable, using the 

grouping variable as the factor. From the 

significance values in test of equality of group 

means, it can be concluded that (with p=0.05) each 

of the seven Chlorogenic acids and a concentration 

ratio contributed significantly to the model. Since 

Wilks’ Lambda is also a measure of a variable’s 

potential, 4,5-diCQA, followed by 3,5-diCQA/4,5-
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diCQA; 3,4-diCQA and 3-CQA were indicated as the 

best discriminating variables to distinguish the 

four regional coffee samples. 
 

Table 2. Structure Matrix based on CGAS. 

 

 Function 

Chlorogenic Acids 1 2 3 

5-CQA -.281 .203 .180 

3,5-diCQA/4,5-diCQA -.273 .817 .201 

3-CQA .022 -.733 .446 

4,5-diCQA .499 -.558 -.016 

4-CQA .026 -.523 .245 

3,5-diCQA -.091 .494 -.023 

3,4-diCQA .317 -.446 .098 

5-FQA .185 -.214 -.343 

 
The distribution of the bean samples on the 

plane formed by the discriminant function scores 
is indicated in Figure 5. The first function 
differentiates East coffees from the group formed 
by South, West and Northwest coffees. This 
function explains 74% of the variation in the 
dataset and is strongly associated and influenced 
to the positive side with 4,5-diCQA (Table 2). 
Hence, the grouping of East coffees to the far 
positive side of the first function can be attributed 
mainly to their higher content of 4,5-diCQA. This is 
also in agreement with the previous results of one-
way ANOVA. Northwest coffees and most of the 
coffees from West cluster far to the negative and 
positive sides, respectively, of the second function. 
This function is correlated most strongly with 3,5-
diCQA/4,5-diCQA, followed by 3-CQA. Hence, the 
grouping of Northwest coffees to the far negative 
side and most of West coffees to the far positive 
side of the second function can be attributed 
mainly to their higher content of 3-CQA and 3,5-
diCQA/4,5-diCQA, respectively. On the other hand, 
coffee samples from South and few samples from 
West tend to show a similar Chlorogenic acid 
profile that is evident from their partial overlap on 
the PCA regional scores plot. However, they are 
significantly separated from one another by the 
combined effect of the first, second, and third 
discriminant functions. Accordingly, coffee 
samples from South region were separated by the 
third function, which is highly correlated and 
influenced to the negative side by 5-FQA and 3,5-
diCQA. 

 

 
Figure 5: Scatter plot of the first two canonical discriminant 

function scores at regional level based on CGA 
contents 

 
Analyzing the Chlorogenic acid content by 

LDA permitted successful classification of the coffee 

beans into the four regions studied. The computed 

three discriminant functions classified 96 of the 100 

samples correctly, with three samples from West 

misclassified as South coffees, while one sample 

from South misclassified as West coffees. This 

overall proportion of correct classification obtained 

in this study (96%) is better than that achieved 

(92%) by Mehari, B. et al. (2016) for the 

classification of Ethiopian green coffee beans, 

based on Chlorogenic acid content, from the four 

regions studied, and (83%) correct classification 

obtained by Bertrand et al. (2008) as cited in 

(Mehari et al., 2016) following linear discriminant 

analysis of green Arabica coffee beans from three 

Colombian locations, based on their Chlorogenic 

acid contents. 

The validity of the LDA model was assessed 

by means of leave-one-out cross-validation, in 

which each sample was classified by the 

discriminant functions computed from the other 

samples in the dataset; i.e., each sample is treated 

as unknown and its class is determined based on 

the discriminant functions computed from the 

remainder of the samples. The percentage of cross-

validated samples that were correctly classified 

provided an indication of the number of new 

samples, belonging to the groups of samples 

studied, that can be correctly classified by the LDA 
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model. Accordingly, 93% of cross-validated groups 

of samples were correctly classified. 

In addition, calculating average of the values 
of five iterations, the recognition ability of the 
model, calculated as the percentage of the 
members of the training set that are correctly 
classified, was 95.7 %. Moreover, the prediction 
ability of the LDA model, calculated as the 
percentage of the members of the external 
validation set correctly classified by using the 
model developed in the training step, was 94 % at 
the regional level. 
 
Discriminant analysis at Regional level based on Fatty 
acids 

All of the 11 Fatty acids and 2 concentration 
ratios were used simultaneously to construct the 
LDA model. Three canonical discriminant functions 
were subsequently computed. The magnitude of 
Wilks’ 𝜆 encompassing the three functions was 
0.037, which indicates the proportion of the total 
variance in the discriminant scores not explained 
(i.e. 3.7%) by differences among the classified 
groups of samples. The first two discriminant 
functions together accounted for 91% of the total 
variance in the dataset. 

The contribution of each fatty acid to the LDA 
model was assessed from the structure matrix and 
tests of equality of group means. The structure 
matrix (Table 3) indicates the correlation of each 
fatty acid with each discriminant function. 
Accordingly, Oleic acid is correlated most strongly 
to the first discriminant function, followed by 
Arachidic, Gondoic, and Stearic acids. The second 
function is correlated most strongly with Hypogeic 
acid, followed by Linoleic acid, while the third 
function is correlated most strongly with Stearic 
acid, followed by Margaric, Mrystic, Linoleic and 
Palmitic acids. The test of equality of group means, 
which is a measure of a variable’s potential before 
the discriminant model is created, is carried out 
with a one-way ANOVA for each variable, using the 
grouping variable as the factor. From the 
significance values of test of equality of group 
means, it can be concluded that (with p=0.05) each 
fatty acid contributed significantly to the model. 
Since Wilks’ 𝜆 is also a measure of a variable’s 
potential, Oleic acid, followed by Gondoic, 
Arachidic, Stearic, and Linoleic acids were 
indicated as the best discriminating variables to 
distinguish the four regional coffee samples. 
 
 

 
Table 3. Structure Matrix based on Fatty acids. 

 

Fatty Acid Function 

1 2 3 

Oleic Acid .694* .294 .263 

Arachidic Acid .492* .005 .232 

Gondoic Acid .489* -.076 .480 

Behenic Acid .367* -.021 -.066 

Lignoceric Acid .347* .092 .203 

Palmitic/Arachidic -.179* .169 .117 

Hypogeic Acid -.141 .482* .145 

Stearic Acid .300 .170 .682* 

Margaric Acid .437 .053 .628* 

Mrystic Acid .190 .027 .438* 

Linoleic Acid .089 .402 .417* 

Palmitic Acid .281 .192 .315* 

Behenic/Oleic .152 -.167 -.201* 

*. Largest absolute correlation between each variable 
and any discriminant function 

 
The distribution of the bean samples on the 

plane formed by the discriminant function scores 

is indicated in Figure 6. The first function 

differentiates East coffees from the group formed 

by South, West and Northwest coffees. This 

function explains 80.3% of the variation in the 

dataset and is strongly associated and influenced 

to the positive side with Oleic acid (Table 3). 

Hence, the grouping of East coffees to the far 

positive side of the first function can be attributed 

mainly to their higher content of Oleic acid. This is 

also in agreement with the previous results of one-

way ANOVA. Almost all of the coffee samples from 

Northwest and most of the samples from West 

cluster to the positive and negative sides, 

respectively, of the second function. The second 

function is positively correlated with Hypogeic 

acid and negatively correlated with Lignoceric to 

Hypogeic acid concentration ratio. Hence, the 

grouping of Northwest and West coffees to the 

positive and negative sides, respectively, of the 

second function can be attributed mainly to their 

higher content of Hypogeic acid and Behenic acid 

to Oleic acid concentration ratios, respectively. On 

the other hand, some coffee samples from South 

and some samples from West tend to show a 

similar Fatty acid profile. However, they are 

significantly separated from one another by the 

combined effect of the first, second, and third 
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discriminant functions. Accordingly, coffee 

samples from South region were separated by the 

third function that is highly correlated and 

influenced to the positive side by Stearic acid, 

which is then by Margaric and Mrystic acids. 

 

 
Figure 6. Scatter plot of the first two canonical discriminant 

function scores of green coffee beans at regional 
level based on Fatty acid composition. 

 
Analyzing the Fatty acid content by LDA 

permitted successful classification of the coffee 

beans into the four regions studied. The computed 

three discriminant functions classified 94 of the 100 

samples correctly, with five samples from South 

misclassified as West and Northwest coffees, while 

one sample from Northwest misclassified as south 

coffee. This overall proportion of correct 

classification obtained in this study (94%) is 

comparable with that achieved (96%) by Mehari et 

al. (2019) for the classification of Ethiopian green 

coffee beans, based on Fatty acid content, from the 

four regions studied. The validity of the LDA model 

was assessed by means of leave-one-out cross-

validation, in which each sample was classified by 

the discriminant functions computed from the 

other samples in the dataset. Accordingly, 86% of 

cross-validated groups of samples were correctly 

classified. 

In addition, calculating average of the values 

from five iterations, the recognition ability of the 

model, calculated as the percentage of the 

members of the training set that are correctly 

classified, was 91%, and the prediction ability of 

the LDA model, calculated as the percentage of the 

members of the external validation set correctly 

classified by using the model developed in the 

training step, was 97% at the regional level. 

 
Discriminant analysis at Regional level based on both 
Chlorogenic acids and Fatty acids 

Here 8 Chlorogenic acids and all of the 11 

Fatty acids, together 19 variables, were used 

simultaneously to construct the LDA model. Three 

canonical discriminant functions were computed 

and the magnitude of Wilks’ 𝜆 encompassing the 

three functions was 0.006, reflecting that the LDA 

model accounts for almost all of the variation in 

the dataset. Wilks’ 𝜆 indicates the proportion of the 

total variance in the discriminant scores not 

explained by differences among the classified 

groups of samples, and hence, this small value of 

Wilks’ 𝜆 indicates greater discriminatory ability of 

the computed functions. The first two discriminant 

functions together accounted for 91% of the total 

variance in the dataset. 

The contribution of each variable 

(Chlorogenic acid and Fatty acid) to the LDA model 

was assessed from the structure matrix, which 

indicates the correlation of each variable with each 

discriminant function. Accordingly, Oleic acid is 

correlated most strongly to the first discriminant 

function, followed by Gondoic acid, 4,5-diCQA, , 

Arachidic and Stearic acids. The second function is 

correlated most strongly with 3-CQA, followed by 

4-CQA and 3,5-diCQA, while the third function has 

the largest absolute correlation with 5-FQA, 

followed by Margaric acid . The test of equality of 

group means, which is a measure of a variable’s 

potential before the discriminant model is created, 

is carried out with a one-way ANOVA for each 

variable, using the grouping variable as the factor. 

From the significance values, it can be concluded 

that (with p=0.05) each Chlorogenic acid and each 

Fatty acid contributed significantly to the model. 

Since Wilks’ 𝜆 is also a measure of a variable’s 

potential, Oleic acid, followed by 4,5-diCQA, 

Gondoic acid, Arachidic acid, Stearic acid, 3,4-

diCQA and 3-CQA were indicated as the best 

discriminating variables to distinguish the four 

regional coffee samples. 
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Table 4. Structure Matrix based on CGA and Fatty acid 
contents. 

 

Chlorogenic acids and 
Fatty acids 

Function 

1 2 3 

Oleic Acid .496* .104 .284 

Gondoic Acid .370* -.014 -.060 

4,5-diCQA .369* .302 -.048 

Arachidic Acid .355* -.017 .118 

Stearic Acid .343* .079 -.145 

Lignoceric Acid .253* .038 .083 

Behenic Acid .250* -.064 .231 

Linoleic Acid .243* .106 -.052 

Palmitic Acid .214* .112 .005 

5-CQA -.205* -.089 .144 

3-CQA .033 .493* .259 

4-CQA .032 .347* .130 

3,5-diCQA -.077 -.308* .030 

Hypogeic Acid -.090 .273* -.036 

3,4-diCQA .236 .256* .041 

Mrystic Acid .087 .253* -.104 

5-FQA .138 .096 -.271* 

Margaric Acid .160 .064 -.164* 

*. Largest absolute correlation between each variable 
and any discriminant function 

 
The distribution of the bean samples on the 

plane formed by the discriminant function scores 
is indicated in Figure 7. The first function 
differentiates East coffees from the group formed 
by South, West and Northwest coffees. This 
function explains 73% of the variation in the 
dataset and is strongly associated and influenced 
to the positive side with Oleic acid (Table 4). 
Hence, the grouping of East coffees to the far 
positive side of the first function can be attributed 
mainly to their higher content of Oleic acid. This is 
also in agreement with the results of one-way 
ANOVA. Similarly, the second function 
differentiates Northwest coffees from the group 
formed by East, West and South coffee samples. 
This function is strongly correlated and influenced 
to the positive side with 3-CQA. Hence, the 
grouping of Northwest coffees to the positive side 
of the second function can be attributed mainly to 
their higher content of 3-CQA. Almost all of the 
coffees from West cluster to the negative sides of 
first and second functions, to some extent to the 
second function. The second discriminant function 
is strongly and negatively correlated with 3,5-
diCQA. Hence, the grouping of West coffees to the 
negative sides of the second function can be 
attributed mainly to their higher content of 3,5-
diCQA or 3,5-diCQA to 4,5-diCQA concentration 
ratios (i.e. higher content of 3,5-diCQA but lower 

content of 4,5-diCQA). On the other hand, the coffee 
samples from South are significantly separated 
from groups formed by West, Northwest and East 
coffees by the combined effect of the first and 
second discriminant functions. Accordingly, coffee 
samples from South region were separated from 
East coffees by the first function and from the West 
and Northwest coffees by the second function. 
Furthermore, using function 2 versus function 3, 
coffee samples from South were significantly 
separated from other regional coffees on the 
negative side of the third function, which has the 
largest absolute correlation with 5-FQA and 
Margaric acid. 

 

 
Figure 7: Scatter plot of the first two canonical discriminant 

function scores of green coffee beans at regional 
level based on CGA and Fatty acid composition 

 
The result revealed that using both 

Chlorogenic acid and Fatty acid content of the 

green coffee beans by LDA permitted successful 

classification of the coffee beans into the four 

regional categories studied. The computed three 

discriminant functions classified 99 of the 100 

samples correctly, with only one sample from West 

misclassified as South coffee. This overall 

proportion of correct classification of Ethiopian 

green coffee beans based on both Chlorogenic acid 

and Fatty acid contents (99%) is much better than 

that achieved (96%) for the classification green 

coffee beans based on Chlorogenic acid content 

and that (94%) for the classification coffee beans 
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based on Fatty acid content, from the four regions 

studied. The validity of the LDA model was 

assessed by means of leave-one-out cross-

validation, in which each sample was classified by 

the discriminant functions computed from the 

other samples in the dataset. Accordingly, 94% of 

cross-validated groups of coffee samples were 

correctly classified. In addition, calculating 

average of the values of five iterations, the 

recognition and prediction abilities of the model 

were 99% and 100%, respectively, for the 

classification of Ethiopian green coffee beans at the 

regional level based on the their Chlorogenic acid 

and Fatty acid contents. 

 
Discriminant analysis at Sub-Regional level 

Besides classifying the coffee beans into the 

four geographical regions studied, an attempt was 

also made to classify the sub-regional types of 

coffees based on their Chlorogenic acid content, 

Fatty acid content, and both Chlorogenic acid and 

Fatty acid. Since Harar, Jimma and Sidama were 

further subdivided into two subtypes, the coffee 

types totaled 11. According to Mehari et al. (2016), 

Sidama SA comprises Sidama A and Sidama B, 

whereas, Sidama SB comprises Sidama C and 

Sidama E coffees. Accordingly, Sidama SA 

category includes coffees originated from  

Arroressa, Chuko, Kercha, Nensebo, Uraga, 

Benssa, Berbere, Harena Buliki and Chire districts, 

while Sidama SB includes coffees from Segen 

Hizboch, Damot Sore, South Ari, Soddo Zuria, 

Konso, Arbaminch Zuria, Shone, Durame and 

Kedida Gamela districts. Hence, Sidama SB 

includes coffees originated from different districts 

of neighboring zones other than Sidama zone. In 

the same way, Jimma A category represents coffees 

from Limmu Kossa, Gomma and Gera districts of 

Jimma zone, whereas Jimma B category represents 

coffees from Bedelle and Dedessa districts of 

Illubabour zone (ECX, 2014; Mehari et al., 2016). 

Finally, to assess the recognition and 

prediction abilities of the LDA model at sub-

regional level, the entire sample set was divided 

into a Training set and Testing set. The testing set 

consisted of 30 randomly selected samples, while, 

the remaining 70 samples were used as training set 

to construct the LDA model. Due to their sample 

size, all of samples of Wollega (2), Jimma A (3), 

Jimma B (3), Benishangul (3) and Finoteselam (3) 

were used exclusively in the testing set. 

 
A) Sub-Regional Classification Based on 
Chlorogenic acids 
 

 
Figure 8. Scatter plot of the first two discriminant functions 

for green coffee beans by Sub-Region based on 
CGA contents 

 
By considering all the sub-regional coffee 

types, a 97% correct classification was achieved. 
One sample of Kaffa coffee and two samples of 
Sidama SB coffee were incorrectly classified as 
Yirgachefe and Jimma B coffee types, respectively. 
The first and second canonical discriminant 
functions together explained 87% of the total 
variance in the dataset. The structure matrix shows 
that 4,5-diCQA and 3-CQA Chlorogenic acids and 
3,5-diCQA to 4,5-diCQA concentration ratio were the 
major contributors to the first and second 
functions. This overall proportion of correct 
classification obtained in this study (97%) is better 
than that (89%) obtained by Mehari, B. et al. (2016), 
for the classification of the eight coffee varieties, 
i.e. Harar, Jimma (Jimma A and Jimma B in one 
class), Kaffa, Wollega, Sidama (Sidama SA and 
Sidama SB in one class), Yirgachefe, and Northwest 
coffees (Benishangul and Finoteselam in one class). 

The validity of the LDA model was assessed 
by means of leave-one-out cross-validation, in 
which each sample was classified by the 
discriminant functions derived from all samples 
other than that sample in the entire dataset. 
Accordingly, 91% of cross-validated groups of 
samples were correctly classified. In addition, the 
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recognition and prediction abilities of the LDA 
model at sub-regional level were 98% and 98.6%, 
respectively. Overall, the proportion of correct 
classification (97%) and cross-validation (91%) 
obtained for the classification of the various sub-
regional types of coffees are comparable with that 
obtained at the regional level (96% and 93%, 
respectively). However, the recognition (98%) and 
prediction ability (98.6%) of the LDA model at sub-
regional level were significantly higher than that 
obtained at the regional level (95.7% and 94%, 
respectively). Hence, Chlorogenic acids are a better 
indicator of the geographical sub-regions of origin 
of Ethiopian coffees than of the regional types. It is 
evident that discriminant models constructed from 
the Chlorogenic acid concentrations of green coffee 
beans are a useful tool for the authentication of 
Ethiopian coffees. A high prediction success rate 
(98.6%) was obtained relative to their sub-regions 
of origin than that prediction ability (94%), which 
was obtained with the four major regional coffee 
types. 
 
B) Sub-Regional Classification Based on Fatty 
acids 

By considering all the 11 sub-regional coffee 
types, a 96% correct classification was achieved. 
Four samples of Sidama SB coffee were incorrectly 
classified as Jimma A (1), Jimma B (2) and Kaffa (1) 
coffee types. The first and second canonical 
discriminant functions together explained 94% of 
the total variance in the dataset. 

 

 
Figure 9: Scatter plot of the first two functions for Green 

Coffee beans by Sub-Region based on fatty acid 
contents 

 

The structure matrix shows that Oleic, Stearic, 
Gondoic, Linoleic, Palmitic and Arachidic acids 
were the major contributors to the first function, 
and that was agreeable with the test of ANOVA. 
This overall proportion of correct classification 
obtained in this study (96%) is comparable with 
that (94%) obtained by Mehari et al. (2019), 
classification of Ethiopian green coffee beans based 
their geographical origin. The validity of the LDA 
model was assessed by means of leave-one-out 
cross-validation, in which each sample was 
classified by the discriminant functions derived 
from all samples other than that sample in the 
entire dataset. Accordingly, 71% of cross-validated 
groups of samples were correctly classified. 

The recognition and prediction abilities of the 
LDA model at sub-regional level based on Fatty 
acid contents were 96% and 96.7%, respectively. 
Overall, the proportion of correct classification and 
prediction ability of the model obtained for the 
classification of the various sub-regional coffee 
types based on their fatty acid contents were 
comparable with that obtained at the regional 
level. However, the recognition (96%) of the LDA 
model at sub-regional level was significantly 
higher than that obtained at the regional level 
(91%). 

 
C) Sub-Regional Classification based on both 
Chlorogenic acids and Fatty acids 

In this study, all the 11 sub-regional coffee 
types were considered and applying a linear 
discriminant analysis on dataset of Chlorogenic 
acids and Fatty acids, a 100% correct classification 
was achieved at sub-regional coffee types. The first 
and second canonical discriminant functions 
together explained 85% of the total variance in the 
dataset. The structure matrix shows that Oleic acid, 
followed by Stearic acid, 4,5-diCQA, 3,5-diCQA/4,5-
diCQA, Gondoic acid, Linoleic acid, 3-CQA, 
Arachidic acid, and Palmitic acid were the major 
contributors to the first and second functions, and 
that was supported with the test of ANOVA. This 
overall proportion of correct classification obtained 
in this study (100%) is much better than that (97%) 
obtained in this study for classification of 
Ethiopian green coffee beans based on their 
Chlorogenic acid contents at sub-regional level and 
that (96%) obtained based on their Fatty acid 
content at sub-regional levels. The validity of the 
LDA model was assessed by means of leave-one-
out cross-validation, in which each sample was 
classified by the discriminant functions derived 
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from all samples other than that sample in the 
entire dataset. Accordingly, 94% of cross-validated 
groups of samples were correctly classified.  

The recognition and prediction abilities of the 
LDA model based on both Chlorogenic acid and 
Fatty acid contents at sub-regional level were both 
100%. Overall, the proportion of correct 
classification (100%) and cross-validation (94%) 
obtained for the classification of the various sub-
regional coffee types were comparable with that 
obtained at the regional level (99% and 94%, 
respectively). Moreover, the highest recognition 
abilities of 99% and 100% at regional and sub-
regional levels, respectively, and the highest 
prediction success rate (100%) for regional and 
sub-regional coffee samples classification were 
achieved in this study. Hence, undertaking the 
simultaneous analysis of Chlorogenic acids and 
Fatty acids is better for the discrimination of the 
geographical origins and discriminant models 
constructed from the Chlorogenic acid and Fatty 
acid concentrations of green coffee beans are a 
useful tool for the authentication of Ethiopian 
coffees. 

 

 
Figure 10. Scatter plot of the first two functions for Green 

Coffee beans by Sub-Region based on CGA and 
Fatty acid contents 

 
To compare the results of our method with 

the previous ones, this study found that the 
recognition and prediction abilities of the 
improved PCA and LDA at regional level are:  using 
CGA contents 95.7% and 94%, using FA contents 
91% and 97%, and using the combined CGA and FA 
contents 99% and 100%, respectively. Similarly, the 
recognition and prediction abilities of the 

improved PCA and LDA at sub- regional level are:  
using CGAs 98% and 98.6%, using FAs 96% and 
96.7%, and using the combined CGA and FA 
contents 100% and 100%, respectively. The 
previous researchers Bewketu Mehari et al. (2016, 
2019) reported that the recognition and prediction 
of the PCA that they applied on the same dataset at 
regional level were:  using CGAs 91% and 90%, 
using FAs 95% and 92%, respectively, while for 
sub-regional method these were:  using CGA 
contents 89% and  86% ,  using FA contents  95% 
and 73%, respectively. 

 It is evident that our results which are 
obtained by using the improved PCA and LDA are 
superior than the results obtained by the previous 
researchers. In particular, the improved PCA and 
LDA methods that we have applied using the 
combination of CGA and FA contents achieved 
accuracy level of classification up to 99 to 100%. 
This higher level of accuracy is mainly due to the 
following two special features of our methods: (i) 
The proposed improved PCA method can make the 
standardized data retain more dispersion degree 
information of the original dataset compared to the 
usual PCA methods.  (ii) The use of combination of 
the CGA and FA contents in the proposed method 
help to improve the accuracy levels of the 
classifications. 

 
 

CONCLUSIONS 
 

The study used improved PCA to identify the most 
important discriminant variables (Chlorogenic 
acids and Fatty acids), aiming to assist the 
concerned bodies to better understand the 
authentication of coffees based on their 
geographical origin. Exploratory analysis by 
improved PCA and LDA showed, in general, good 
discrimination capabilities among the different 
regional and sub-regional coffees varieties.  
Accordingly, 4, 5-diCQA; 3-CQA; and 3,5-diCQA to 
4,5-diCQA concentration ratios were selected as 
suitable discriminant marker CGAs for green coffee 
beans originating from East, Northwest 
(Benishangul and Finoteselam) and West (Kaffa, 
Jimma A and Wollega), respectively, both at 
regional and sub-regional levels. Moreover, 4,5-
diCQA to 3,4-diCQA; 4,5-diCQA to 5-pCoQA; and 5-
CQA were found appropriate to differentiate green 
coffee beans from Yirgachefe, Jimma B and Sidama 
SB, respectively, at sub-regional level. Based on 
fatty acid contents, Oleic acid, followed by 
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Gondoic, Arachidic, Stearic, Linoleic, Margaric and 
Hypogeic acids were identified as the best 
discriminating fatty acids to distinguish the four 
regional coffee samples. Oleic acid has found to be 
suitable discriminant fatty acid for East (Hara A 
and Harar B) coffees. Moreover, Margaric acid and 
Palmitic to Arachidic concentration ratios were 
found to be suitable marker for Sidama SA and 
Yirgachefe coffee samples, respectively, at sub-
regional level. The PCA results, from the dataset 
including both Chlorogenic acid and Fatty acid 
variables, revealed that fatty acid contents are 
suitable to clearly discriminate green coffee beans 
from the Eastern part (Harar) from other coffee 
varieties in Ethiopia, whereas coffees from 
Western and Northwest parts are clearly 
discriminated from other coffee varieties by their 
higher Chlorogenic acid contents than Fatty acid 
contents. On the other hand, green coffee beans 
from South are partly differentiated from other 
coffee types by Fatty acid contents, particularly 
Sidama SA, and partly by Chlorogenic acid 
contents, particularly Sidama SB and Yirgachefe 
green coffee beans. The results of LDA were in line 
with the PCA results, indicating that the LDA model 
was able to classify the coffee beans accurately 
based according to their regional as well as sub-
regional geographical origin based on their 
Chlorogenic acid and Fatty acid contents. The 
recognition and prediction abilities of the LDA 
model were 95.7% and 94%, respectively, based on 
CGA contents; 91% and 97%, respectively, based on 
Fatty acid contents; and 99% and 100%, 
respectively, based on the combined analysis of 
CGA and Fatty acid contents, at the regional levels, 
while the values were 98% and 98.6%, respectively, 
based on CGA contents; 96% and 96.7%, 
respectively, based on Fatty acid contents; and 
both 100%, based on the combined analysis of CGA 
and Fatty acid contents, at the sub-regional levels. 
Finally, this study recommends that the 
government and concerned bodies should use the 
simultaneous analysis of Chlorogenic acid and 
Fatty acid contents to address the characterization, 
classification and authentication of Ethiopian 
coffee beans according to their geographical 
origins. 
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