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 : ملخص

 يٍ يسخىحاة .سقاقت عهً انُظاو نخطبيقاث الاسخخذاو لإعادة وقابم يشٌ ،نهخطىيش قابم سقاقت جذيذ عهً كحم نهشبط انشقاقت عهً انشبكاث بشصث

 .انفيذيى حشفيش نخطبيقاث يؤقج يخضٌ دوٌ سقاقت عهً شبكت َقذو انعًم، هزا في. والأداء انخكهفت بيٍ جيذا وسطا حلا حىفش فهي انكًبيىحش، شبكاث

 سقاقت عهً شبكت اسخخذاو هي انشئيسيت انفكشة. انفيذيى نًشفشاث أفضم احصال حم اقخشاح أجم يٍ وقابهيت انخىسع انًشوَت يٍ انًقخشح يسخفيذ انعًم

عهً يُصت  الأجهضة وصف نغت باسخخذاو انًقخشحت انخشكيبيت انهُذست وصف يخى .H.264/AVC  يكىَاث يشفش انفيذيى يؤقج نشبط يخضٌ دوٌ

FPGA  7-فيشحكس -XC7V2000T .أٌ ويظهش انخُفيز الأخشي انبيُي انشبط حهىل باسخخذاو يًاثهت أعًال يع انُخائج يقاسَت حخى رنك، بعذ 

 .أقم يكىَاث يُطقيت بخكهفت حشغيم أعهً حشدد أقصً حقذو انًقخشحت انخشكيبيت انهُذست

 .الأجهضة وصف نغت - H.264 / AVC-  يشفش انفيذيى  -انفيذيى حشفيش حطبيق- سقاقت  عهً انُظاو- سقاقت  عهً شبكت :  المفتاحية الكلمات

Résumé :  

Les réseaux sur puce ont émergé comme une solution d’interconnexion évolutive, flexible et réutilisable pour les 

applications des systèmes sur puce. Inspirés des réseaux informatiques, ils offrent un bon compromis entre le 

coût et la performance. Dans ce travail, nous présentons un réseau sur puce sans buffer pour les applications de 

codage vidéo. L’idée principale est d’utiliser un réseau sur puce sans buffer pour connecter les IPs composant 

l’encodeur vidéo H.264/AVC. L’architecture proposée est décrite en utilisant le langage de description matérielle 

sur une plateforme FPGA Virtex-7 XC7V2000T. Les résultats sont comparés à des travaux similaires utilisant 

d’autres solutions d’interconnexion et l’implémentation montre que l’architecture proposée offre une fréquence 

de fonctionnement maximale plus élevée avec une consommation en ressources logiques plus faible. 

Mots clés : Réseaux sur puce – systèmes sur puce – application de codage vidéo – encodeur H.264/AVC. 

Abstract:  

Networks on chip have emerged as new scalable, flexible and reusable On-Chip Interconnect solution for 

System-on-Chip applications. Inspired from computer networks, they offer a good compromise between cost and 

performance. In this work, we present a Buffer-less Network-on-Chip for video encoding applications. The main 

idea is to use a buffer-less NoC to interconnect the IPs composing the H.264/AVC video encoder. The proposed 

architecture is described using Hardware Description Language onto Virtex-7 XC7V2000T FPGA platform. 

Thereafter, results are compared to similar works using other interconnect solutions and the implementation 

shows that the proposed architecture offers a higher maximum frequency operating with a lower logic cost. 

Keywords: NoC, SoC, Video Encoder Application, H.264/AVC encoder. 
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1. Introduction 

The design process of digital systems has evolved drastically with the emergence of new technologies 

such as FPGA (Field Programmable Logic Array) to take a prominent place in the conception of 

embedded systems. These technologies offer hardware architectures as versatile as software, which is 

a good compromise between utilization flexibility and processing power. Such a compromise is even 

more suitable for embedded systems intended for different applications in various areas. Within this 

background, FPGA technology will make it possible to design and upgrade real-time computing 

systems, while optimizing hardware resources. Alongside, technological progress continues to 

increase the integration density of transistors in integrated circuits (ICs) owing to the growing 

complexity of applications and functionalities. This requires the development of high performance 

embedded systems that can satisfy recent computing requirements [1]. Furthermore, the desire to 

reduce the time-to-market puts more pressure on the designers to achieve new competitive products. 

Manifestly, shared-bus-based architectures have been considered for a long as the most attractive 

solution because of their low logic cost and implementation simplicity [2].However, this solution 

failed to provide high performances with a large number of connected IPs(Intellectual Properties). The 

bandwidth of a bus is shared by all the connected IPs that makes it insufficient. Moreover, to connect a 

large number of IP cores, length of the bus should be important which implies significant power 

consumption. In addition, for such an architecture it is possible to make only one reading (or writing) 

operation at a time. All these limitations have led designers to provide alternatives. Out of this, 

Network-on-Chip (NoC) has emerged as a promising solution to overcome some of the bus-based 

architectures limitations [3] [4]. It solves integration complexity problems by providing scalable, 

reusable, robust and low power consumption on-chip communication solution with a larger bandwidth 

[5]. 

Similarly, the Network on Chip is composed of network links and routers (R). These latter are 

connected to processing elements (PEs) via a network interface (NIC). Each router has five ports for 

the four directions (east, west, south, and north) and the local PE. In traditional NoCs, each router is 

composed of Buffer, crossbar and arbiter, which leads to significant area, power and latency 

overheads. Obviously, the need of a high performance On-Chip communication system resides in the 

complexity of signal processing applications such as video compression standards: MPEG 2, MPEG 4, 

H.264 and many others [6] [7]. These standards have to satisfy requirements of real-time and very 

high definition systems, which make them more and more sophisticated. H.264/Advanced Video 

Coding is a video compression standard motion-compensation-based block-oriented used for video 

content: recording, compression, and distribution. Up to no, several H.264/AVC hardware 

implementation solutions have been proposed even they are not always well adapted for optimizing 

the functioning [8].Some works [8] [9] [10] [11] [12] [13] [14] focused on different goals such as: 

power consumption, maximum frequency operating, data pipelining, parallelism etc.… by proposing 

intra-coding and inter-coding blocks. These implementations often use a cascade interconnection, 

which is a real disadvantage for data parallelism, as some modules must be duplicated. Some authors 

have exploited similarity points between redundant blocks to reduce the FPGA cost by connecting the 

H.264/AVC cores through a network on chip [15].Although such a solution turned out faster with 

equivalent cost, there remains an optimization margin in terms of logical resources. Moreover, the use 

of buffer-based network on chip to interconnect the H.264/AVC modules is not as effective as it might 

sound, because video coding systems require an on-chip interconnection that guarantees Quality of 

Service (QoS) and provide communication system well suited for video applications.  

In this paper, we propose a new solution based on NoC architecture for video applications offering 

bandwidth guarantees such as point-to-point connection, but also the flexibility and the scalability of a 

network on chip. The main originality of our work is to adapt a network on chip through a circuit 

switching mechanism in order to reduce latency. In addition, this approach aims to ensure high 

operating frequency, optimize FPGA area utilization and reduce power consumption by removing the 

router buffers. 

The remainder of the paper is structured as follows. Section 2 introduces briefly the fundamentals of 

networks on chip. Insection 3, we will detail the principles of a video encoder and more precisely the 

case of the H.264/AVC standard. Subsequently we will examine the different hardware 

implementation approaches of the H.264/AVC. Section 4 presents the proposed buffer-less NoC 

adapted for video applications while detailing the contribution of this approach compared to other 

existing solutions. Synthesis results of the implementation on Xilinx Virtex-7 FPGA prototyping 
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platform are exposed and discussed in section 5. A comparison and an analysis between the proposed 

and previous works are also performed in this section. Finally, section 6 reviews the proposed work, 

gives the conclusion and future works. 

2. Network on Chip 

During the last decades, the integrated circuits development has been base on the principle of the reuse 

of previously designed intellectual property (IP) cores [16] [17]. This concept was intended to design 

higher performances systems-on-chip, with shorter time to market. Bus-based architecture has been 

considered for a long as the most adapted interconnection solution for SoCs [18].Unfortunately, this 

solution loses its usefulness with the increase of the connected IPs, which makes it unable to deal the 

requirements of recent applications.  

Performance, power consumption, latency and real-time constraints have forced designers to propose a 

new efficient on-chip interconnect solution. Therefore in the 2000s some authors developed a new 

paradigm baptized Network on Chip [3][4], inspired from computer network principles. Furthermore, 

it has been demonstrated by other works that for an important number of connected cores and large 

data flow, network-on-chip based systems achieve better performances compared to bus-based 

systems [19]. 

Network on chip is a non-centralized on-chip interconnection model made of: set of elements called 

nodes (routers) and wires to make the physical connection between the router sand the intellectual 

properties (IPs) [20]. As IP cores are different and may be memories, processor elements (PEs) or 

CPUs they will have different communication protocol sand the access to the network will be made 

through a block named network interface (NI). Network interface constitutes the boundary between 

calculation and communication; it enables to get the best of the reuse concept by standardizing 

flowing packets on the network (Fig. 1). 

Since they emerged, networks on chip stand out by their wealth of configuration starting with the 

topology, which is the placement of routers on the network. Routers may be the same on the entire 

network when mapped on regular topology such as mesh 2D, mesh 3D, tree topology or may have 

differences in their ports  if the topology used is irregular [21]. 

Globally, in generic architectures found in literatures, the elementary part of a NoC is the router. It is 

an entity having a number of input and output ports, with a crossbar that allows the route of incoming 

packets to reach their destination, and a specific port to connect the IP core. However, in more detail 

routers must perform several functionalities: routing, arbitration, switching, buffering and the flow 

control [21].  

Originally, packets must travel on the network in a well-defined way; such functionality is known as 

the switching mechanism. Primarily, each packet is segmented in three main parts: the header, the 

payload and the tail. Header part includes destination and control information, the payload part 

composed of data to send to the destination IP core, and finally the tail part points the end of the 

packet. When performance guarantees are required for the connection, the necessary communication 

resources along the way are reserved from source to destination; this mechanism is called the circuit 

switching. On the other hand, the connection takes longer to be established. An alternative approach 

consists of sending the whole packet once the header flit is transmitted through storage and 

transmission variants: store and forward strategy, virtual cut through strategy and wormhole strategy 

[22] [23]. 

Otherwise, packets (or flits) displacement is defined by the flow control policy in a way to avoid 

deadlock situations or to optimize the communication by minimizing logic cost or reducing the 

latency. The flow control is usually distributed where decisions are taken at router level. It deals with 

choosing the right compromise when designing the NoC to foster one criterion among a set of 

performance metrics: resources management, low power consumption, high operating frequency 

etc.… defined as quality-of-service (QoS). Certainly, the flow control has been revolutionized by the 

virtual channel concept that led to overcome the deadlock. The originality of VCs can be summarized 

in sharing a physical channel by multiple channels with dedicated buffers separated logically [21] 

[23].  
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Packets on the network are often confronted to congestion, which imposes buffers in the router 

architecture to store data temporarily. Furthermore, the placement, the size and the number of buffers 

in the router affect the performance and the cost of the entire network. Storage policies are different 

amongst: a common buffer for all the ports to minimize the logic cost at the expense of operating 

speed, buffers for each input port which is the most usual solution or a less effective which dedicates 

buffer for each output port [21] [23]. 

The routing algorithm is the logic functionality that selects the optimal output port corresponding to 

the destination address located in the header for each incoming packet. Similarly, to computer 

networks, there is a wide variety of routing algorithms classified into adaptive or deterministic routing. 

XY and source routing are the most known and used in the deterministic routing class where the 

packets having the same destination follow identical track. On the other hand, there is an adaptive 

variant of XY routing and many other routing where the taken path for an identical destination is not 

necessarily the same [23][24]. 

Once the routing unit calculates the output port, multiple inputs may request the same output port 

concurrently; here fore, there is great need for arbitration feature to regulate the assignment of output 

ports. Many arbitration possibilities are available: centralized arbitration or distributed arbitration [23] 

[25]. 

In practical, the evaluation of NoC-based system performances is often known after hardware 

implementation as it shows how well the communication can be predictable providing service 

guarantees. For instance, video applications operating in real time need more performance guaranties 

rather than a prediction about the behavior of the on-chip interconnection. Therefore, the type of 

networks utilized in such applications is guaranteed service (GS NoCs). For other applications whether 

there is no constraints and just the accomplishment of the communication is required a best effort 

network (BE NoC) makes the deal [25]. 

 

3. Video coding applications 

Nowadays video coding application is one of the areas requiring high performance on-chip 

communication system with a very high bit rate, especially that such applications may operate in:ultra-

high definition television (UHDTV), digital video broadcasting including all its approaches (DVB-T, 
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DVB-C, and DVB-HS etc.), high definition video surveillance or high definition video-gaming [26] 

[27]. To meet these requirements, researchers and engineers have presented solutions to implement 

codec’s or to optimize the various processing modules in codec’s [28].Compression begins by the 

intra-coding to remove spatial redundancy and/or the inter-coding to remove temporal redundancy, 

followed by a transformation and quantification to concentrate the video signal energy in defined 

regions, and ends with the entropy encoding [29].  

Given the high frame rate in high definition video, motion estimation aims to exploit the similarity 

between two consecutive frames in order to reduce temporal redundancy. Previous video coding 

standards were based on Fixed Block-Size Motion Estimation (FBSME), which had the disadvantage 

of spending the same effort to estimate the motion of static or dynamic objects. Furthermore, such an 

approach gives poor performances in the case of two objects moving in two different directions in a 

block. On the other hand, H.264/AVC encoder is based on Variable Block-Size Motion Estimation 

(VBSME), which enables to have higher efficiency by using larger bloc size for static objects and 

smaller bloc size for the moving ones. H.264/AVC variable block size motion estimation is performed 

by: Integer Motion Estimation (IME) and Frame Motion Estimation (FME). Firstly, IME calculates 

the Motion Vector Predictor (MVP) in the current MB by performing the mean of MVs of the left, the 

top, and the right-top (or left-top) MBs. The center point of the search window is pointed by MVP. 

Thereafter, a motion search is carried out within the search window to find Integer Motion Vector 

(IMV) for each of the 41 blocks. Afterwards, FME interpolates half-pixels by six-tap filter and then 

quarter-pixels by two-tap filter, then carries out motion search around the refinement center and 

further refines IMVs into Fractional Motion Vectors (FMVs) of quarter-pixel precision. Fractional 

Motion Estimation educes the bit-rate while improving the video quality. However, motion estimation 

complexity makes it costly in computing time, hence the need to use a hardware accelerator for FME 

[27].After IME and FME, Motion Compensation constitutes the next stage in H.264/AVC inter-frame 

prediction. Motion compensation also stands out by high computational complexity. Recent designs 

for motion compensation try to get around that and focus on increasing performance while reducing 

memory traffic. 

The reverse chain contains three inverse modules (the entropy decoding, the inverse transformation 

and quantification and the decoding module). Each standard utilize different tools compared to the 

previous standards to obtain improved compression performance [30]. 

The video coding recommendation H.264 of ITU-T (also known as MPEG-4 part 10 of ISO/IEC [31]) 

is one of the latest complete coding standards [32]. The H.264/AVC achieves a significant 

improvement in coding efficiency when compared to other coding methods. It can save as much as 

25% to 45% and 50% to 70% of bitrate when compared to MPEG-4 and MPEG-2 respectively [33]. 

As shown in figure 2, the encoding system is composed of the forward path (encoding) and the inverse 

path (decoding). The forward path predicts each macro block using intra-prediction or inter-prediction; 

it also transforms and quantizes (TQ) the residual, then it forwards the result to the entropy encoder 

module. Finally, it generates the output packets in the NAL module. The inverse path involves the 

reconstruction of the macro block from the previously transformed data by utilizing the inverse 

transform and quantization (ITQ), the reconstruction module and the deblocking filter [34]. 

The intra-coding chain contains several elementary modules: first, the intra-prediction module 

calculates the residual block following two strategies (Intra4×4 and Intra16×16), these residuals are 

further processed by the forward transform, quantization, inverse quantization, inverse transform, and 

finally reconstructed as a reference for the processing of next macro blocks [8]. Based on figure 2, 

many modules are connected using a point-to-point link. The deblocking filter used in H.264/AVC is 

more complex than other filter used in previous video compression standards [35]. First, this filter is 

highly adaptive and applied to each edge of all the 4x4 luma and the 2x2chroma blocks in a 16x16 

macro block of pixels. Second, it can update three pixels in each direction in which the filtering takes 

place. Third, in order to decide whether the DBF will be applied to an edge, the related pixels in the 

current and neighboring blocks must be read from memory and processed [36]. 
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4. The proposed buffer-less NoC for Video applications 

4.1.  State of art 

The evolution of video applications gave rise to new real-time systems, more complex but also with 

more requirements that have prompted researchers to propose solutions based on hardware 

implementations either partial or total of H.264/AVC codec. In recent years, several hardware 

implementations (hardware IPs) have been proposed for the H.264/AVC modules [8] [33] [34] [36] 

[37]. Different communication strategies have been used to implement these IPs on FPGA devices in 

order to ensure real-time processing. Generally, point-to-point solution has been for a long the most 

adopted interconnection approach [8][28]. The shared buses are also used for connecting IPs [29] with 

an embedded processor. The processor is used generally for task management.  

In the H.264 encoder, we note that the elementary IPs are organized into distinguished groups. IP 

cores in the same group often communicate with each other but do not communicate with other groups 

IPs, except through a single IP. In this sense, a NoC can be used for the intra-coding chain IPs and 

another NoC for the deblocking filter IPs. In some recent studies, several authors have demonstrated 

the utility of using NoC structure in many applications [4] [38] [39]. 

In [40] the authors have proposed hardware architecture for the intra-coding module used in the H.264 

encoder. Using a data bus (32-bits bus size), a data-Parallelism based hardware architectures are 

proposed for the intra-prediction, the integer transform, the quantization, the inverse integer transform, 

the inverse quantization, and the mode decision modules. In [8] the authors have reproduced these 

architectures using a 128-bits bus size in order to ensure good memory management. As mentioned in 

figure 3 [8], the intra-prediction module is decomposed in two modules (the Intra4×4 and the 

Intra16×16) using both the same chain of modules (the integer transform, the quantization, the inverse 

integer transform and the inverse quantization). In [8] and [40], the authors use a point-to-point 

interconnection with multiplexers/de-multiplexers in multi-input/output cases. Some IPs (T/Q/Q
-1

 and 

T
-1

) are used several times to ensure rapid processing and to avoid the use of multiplexers/de-

multiplexers. Duplicating the H264/AVC IP modules increases significantly the used FPGA resources. 

To overcome the shared-bus limitations, and block duplication, another approach exploiting networks 

on chip has been implemented [41]. The idea behind this solution is to get the best of IP reuse 

principle. This approach allows the exploitation of similarities between the intra-coding chain and the 

inter-coding chain by removing the redundant blocs in order to reduce the FPGA resources. 

Thereby, this solution is not that efficient and the resources optimization is not important because the 

used NoC in this work is buffer-based. More precisely, the use of buffers in the router increases 
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Figure 2: Basic coding architecture for H.264 encoder [31] 
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logical cost and decreases the operating frequency, which constitutes the major drawback of this 

approach. 

 
In this paper, we propose to use a buffer-less network-on-chip adapted for video coding applications. 

The main originality of the proposed work is to use a specific router that combines the strengths of a 

switch and a generic router. In what follows we will go into further detail on our proposed 

architecture. 

4.2. The proposed architecture  

Traditionally, networks on chip have often been designed using router architectures containing buffers 

in order to store data flowing on the NoC, especially when these architectures have been enhanced by 

the advent of virtual channel concept. This concept has allowed a better management of congestions 

while overcoming deadlock problem. In fact, NoC bandwidth efficiency is improved by these buffers 

because they minimize the rate of lost or crushed packets in the network.  

Conceptually, removing buffers may seem like a bold choice as we expect a higher latency with a 

lower bandwidth. However, these buffers also have significant drawbacks in terms of FPGA resources 

cost, static and dynamic power consumption and design complexity. Accordingly, some authors have 

tried to reduce their impact by working on the concept of low-cost router [1] [42] [43], when other 

works explored how to remove totally buffers in router architectures [44] [45] [46]. Furthermore, it 

has been shown that a 60% buffers reduction may save 40% of power consumption in the best cases 

without a significative alteration of the system performance and buffer elimination leads to 

considerable latency reduction [44]. For these reasons, we chose to adapt this approach to video 

encoder (case study: H.264/AVC) in order to provide more efficient on-chip interconnection system. 

Figure 4 shows the proposed network on chip architecture based on buffer-less router (BLR).As 

presented in the figure 4, we made the choice of a 2D Mesh architecture for the NoC based 

interconnection solution. Such an architecture is characterized by its regularity and ease of 

implementation. Our proposed buffer-less router (BLR) constitutes the basic element of the network 

(Fig. 4). It is simply composed of crossbar and table of commutation. The role of the switching table is 

to assign the output port of each packet according to its label.The particularity of our proposed buffer-
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less routing is the use of a switching technique instead of using conventional XY routing algorithm. 

More precisely, the commutation mechanism relies on labels added in the header packet. This label is 

used by each buffer-less router (BLR) to send the packets to their destination address.  

 

 

 

Given that the On-Chip interconnection may constitute a bottleneck for the system performance, our 

work has been focused on the On-Chip interconnect solution for video encoding 

application,H.264/AVC encoder in our case. The originality of our proposed is to take advantage of 

the strengths of Networks-on-Chip while removing the buffer drawback. Thereby, we have considered 

H.264/AVC as a system on which we have not acted, and we simply proposed an improvement the 

interconnection between its different blocks.  

Our proposed architecture enables to interconnect the H.264/AVC modules through network interface 

as shown in figure 5. Let us take as an example the case of the entire intra-coding chain. Firstly, a 

microprocessor performs the initial setup of the network by loading the switching tables of each router 

according to the different scenarios. Secondly, the packets enter the network intended to the intra-

coding bloc, through the network interface (NI) which assigns a first label. Once the treatment is 

performed, the processed data are returned with a new label, which will allow the access to the DCT 

and quantification bloc. This label change is managed by the network interface, and the connected 

router will check its switching table and select the corresponding output port.  

Similarly, the parquets will continue to travel on the network until the end of the processing intra 

chain. It should be noted that the first label awarded at the beginning refers to the performed scenario. 

Such an approach presents a performance advantage because of the considerable gain in processing 

time consequently to the elimination of writing and reading times on the buffers and the switching 

table speed. Furthermore, deleting buffers releases much more resources and makes the solution more 

interesting. 
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Figure 4: The Buffer-less Network on Chip proposed architecture 
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5. Simulation results and discussion  

The hardware implementation of H264/AVC components and the buffer-less network on chip 

dedicated for video application shas been described in hardware description language (VHDL). We 

use Xilinx ISE 14.1 Design Suite software tool to: synthesize the architectures, perform the timing 

analysis and visualize RTL schematics. Multi-language HDL simulation environment Model Sim 9.2 

has been used for simulation and debugging. The design of the whole architecture of the H264/AVC 

elements interconnected by the proposed buffer-less NoC has been achieved with the embedded 

development kit EDK Design tool. In sum, the entire system has been implemented on Virtex-7 

XC7V2000T FPGA platform.  

The evaluation of our implemented buffer-less NoC for video applications is carried out after 

generating the synthesis report for 3x3 mesh topology, store and forward switching, handshake signal 

for the flow control, XY routing and round robin arbitration. The performance analysis in terms of 

slice LUTs, slice registers and maximum operating frequency is summarized in table 1 for different 

network dimensions. By focusing on these results, it seems clear that the proposed solution is easy to 

implement by the relatively low logic cost. Furthermore, it appears from these results that this solution 

is quite effective especially for high performance applications such as video encoding (or decoding) 

through its fairly high frequency. Thus, we can notice easily that a good balance between the low logic 

cost and the operating frequency is reached. In addition, it is also transparent from the comparison 

realized with the synthesis results of [41] (Tab. 1) that our proposed has reduced LUTs consumption 

by around 70% for the three NoC dimensions implemented. Likewise, our buffer-less NoC solution 

operates at 429.70 MHz, 427.56 MHz and 422.08 MHz for 2x2, 3x3 and 4x4 mesh NoC dimensions, 

which is a much higher maximum frequency with respect to the frequencies reaches by buffer-based 

NoC [41]. Indeed, our approach seems quite superior since it operates at a faster clock frequency this 

is mainly due to the suppression of buffers. The latter have an important logical cost and slow down 

the entire communication system frequency during writing (or reading or deleting) data.  
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Table 1. Implementation results on Virtex-7 XC7V2000T FPGA and comparison between the proposed buffer-

less NoC with conventional NoC [41] 

 

In order to evaluate more objectively our buffer-less NoC we perform a comparison with previous 

work that has achieved a similar architecture but with a conventional network on chip (buffer-based 

NoC) [41]. To this end, we have ensured to implement the same intra-coding chain using the using the 

same IPs used by [41] then we lined up on the same metrics i.e. maximum operating frequency, logic 

cost and same packet size for the purpose to have common benchmarks. As in the work of [41], we 

decomposed the intra-prediction module into 4x4 and 16x16 intra prediction modules and in each sub-

module we included: direct DCT module, direct quantization module, inverse quantization and inverse 

DCT modules as detailed in figure 5.Thereafter, we compared synthesis results of our implemented 

chain connected using the buffer-less NoC with those of the author [41]; this comparison is 

summarized in table 2. The examination of these implementation results of the intra-chainshows a 

slight optimization in FPGA resources up to 8.50 % with a significant improvement in the operating 

speed from 165.78 MHz to 197.61 MHz (19.20 %) which demonstrates the efficiency of our proposed.  

Table 2: Comparison between synthesis results of H.264/AVC IPs connected: using a 3x3 Mesh conventional 

NoC on XUPV5 FPGA platform [41] and the proposed 3x3 Mesh buffer-less NoC onXC7V2000TFPGA 

platform 
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3×3 mesh conventional NoC 127 2,154 5.89% 172.83MHz 

Intra4×4 prediction 1,477 1,703 38.02% 278.43MHz 

Intra16×16 prediction 2,650 2,180 49.33% 282.03MHz 

DCT & Quantization 1,821 1,603 59.49% 594.11MHz 

Inverse Quantization & Inverse DCT 1,865 1,712 38.70% 394.06MHz 

Deblocking filter 6.702 8.890 29.20% 188.64MHz 

Implementation results ofthe IPs of the chain 

connected by a conventional 3x3 mesh NoC 
14,642 18,242 37.10% 165.78MHz 
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3×3 mesh buffer-less NoC 191 603 57.53% 427.56MHz 

Intra4×4 prediction 1,477 1,703 44.51% 295.84MHz 

Intra16×16 prediction 2,650 2,180 54.69% 305.36MHz 

DCT & Quantization 1,821 1,603 63.21% 620.46MHz 

Inverse Quantization & Inverse DCT 1,865 1,712 42.18% 418.67MHz 

Deblocking filter 6.702 8.890 31.98% 207.94MHz 

Implementation results of the IPs of the chain 

connected by a buffer-less 3×3 mesh NoC 
14,706 16,691 49.01% 197.61MHz 

The last result table (Tab. 3) presents synthesis results of the based-Microblaze entire System 

implemented using the three different approaches:  

- The H.264/AVC IPs are cascaded [41], 

- The H.264/AVC IPs are connected by a conventional NoC [41], 

- The proposed approach with H.264/AVC IPs cores connected by a buffer-less NoC. 

Performance 

metrics 
 

Dimension  

the of mesh NoC 

Proposed Buffer-less NoC Conventional NoC [41] 

Number of 

slice registers 

Number of slice 

LUTs 

Maximum 

Frequency 

Number of 

slice registers 

Number of slice 

LUTs 

Maximum 

Frequency 

NoC2×2 78/2,443,200 285/1,221,600 429.70MHz 67/2,443,200 972/1,221,600 174.932MHz 

NoC3×3 191/2,443,200 603/1,221,600 427.56MHz 127/2,443,200 2,154/1,221,600 172.828MHz 

NoC4×4 296/2,443,200 1,127/1,221,600 422.08MHz 240/2,443,200 3,645/1,221,600 171.725MHz 
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It appears from these synthesis results (Tab. 3) that our approach is as effective as or better than the 

two other approaches [41] in terms of logical cost. However, it is understand able through the 

operating frequency that the proposed buffer-less on-chip interconnection is faster of about 27.49 % 

than the cascaded approach and about 19.20 % than the buffer-based NoC [41] with respect to these 

two other approaches. In addition, with such a reduction in FPGA resources and the abolition of 

buffers we expect a significant decrease of power consumption.  

 
Table 3. Synthesis results of the based-Micro blaze System implemented for the H.264/AVC IPs using three 

different approaches 
 

 

 

 

 

 

 

 

 

 

 

6.Conclusion 

This paper has proposed a new buffer-less network on chip adapted for video applications. The main 

originality of our proposed solution is to take advantage of this new on-chip communication aradigm, 

which is Networks-on-Chip, while adapting it to the field of video applications. Video encoding 

(decoding) applications is one of the high-performance applications, which make the NoC solution 

obvious especially as it has proven itself and has emerged by its performances. The idea was to 

eliminate buffers from the router architecture to gain in FPGA area, but also in maximum operating 

frequency.  

In order to prove the efficiency of our solution, we implemented the3x3 mesh buffer-less NoC as well 

as the H.264/AVC elementary modules on Xilinx Virtex7 platform FPGA in hardware description 

language VHDL. Afterward, the set has been connected to the Micro Blaze hardware platform. An 

initial comparison between the proposed buffer-less NoC and exiting works was carried out and it 

gave encouraging results. Indeed the synthesis results demonstrated the improvement, compared to 

buffer-based NoC solution, by reducing the logic cost by more than 65 %, while increasing also the 

operating speed from 175 MHz to 430 MHz (in the best case). Finally, our approach demonstrated its 

adaptation to video applications that makes it able to be improved before applying it for newest 

standards such as HEVC standard. 
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