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ABSTRACT  
This paper presents a sequential test for monitoring observations 
with a Weibull Distribution based on Gombay method. The 
Gombay method is a sequential method for parametric models in 
the presence of a nuisance parameter. The scale parameter of 
the Weibull is considered as the parameter of interest 𝜆 while the 

shape parameter as the nuisance parameter. Simulations shows 
that the Type I error rate decrease with increase in sample size 𝐾 

and shape Parameter ∝. The Type I errors achieved in all 

combination of the variables considered is below the nominal 
level of 0.05, which makes it conservative.  
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1. INTRODUCTION 

Sequential analysis was initially introduced during World War II in 
response to the overwhelming demands for methods of testing 
efficiency of aircraft gunnery (Lai, 2001). In this method of 
analysis the sample size is not fixed in advance, instead data are 
evaluated as more observations are collected, and further 
sampling is stopped in accordance with a predefined stopping rule 
as soon as significance results is observed. Sequential methods 
are increasingly becoming popular statistical methods used for 
monitoring mechanical components, quality assurance, and 
quality of medical services such as the effectiveness of clinical 
procedure, disease epistemology and patients recovery in 
hospital.  For example in controlled clinical trials, sequential 
methods are used for gauging sufficiency in treatment effect (Lau 
et al, 1992; Pogue and Yusuf, 1997; Wetterslev et al, 2008) and 
serve as an appropriate statistical tool for identifying when 
evidence becomes significantly harmful.  
The Page (1954) cumulative sum scheme (CUSUM) is the most 
widely used sequential methods for quality control and monitoring 
of production process in industries. This is due to its ability to 
detect small changes and incorporate all information in the 
sequence of values in the sampled data (Montgomery, 2000). 
However, the design of CUSUM scheme requires that the 
sequence of observations be independent and identically 
distributed, which may not be true in most practical problems as in 
meta-analysis (Dogo et al, 2015). Another problem is that in most 
sequential methods for Weibull the shape parameter is usually 
assumed or held fixed for every sequence of observations (see 
example in Steiner et al., 2000), which is not true in practice. 
However, the extension of the CUSUM scheme developed by 
Gombay (2003), and Gombay and Serbian (2005) has the 
CUSUM properties and useful in monitoring parametric models in 
the presence of a nuisance parameter- a parameter that is not of 
immediate interest but most be accounted for in the course of 
analysis. Henceforth, this method shall be referred to as Gombay 
method throughout the paper. In this method there is no need to 

assumed or held the shape parameter fixed, rather it is 
considered as a nuisance parameter.  
The objective of this paper is to define a Gombay test for 
monitoring sequential observations with Weibull distribution. The 
Weibull distribution has many applications that include survival 
analysis, weather forecasting and in hydrology it is used to study 
extreme events such as modelling the distribution of annual 
rainfall. The rest of the paper is organised as follows. In Section 2, 
we present the general Gombay method. Section 3 stipulates the 
Gombay method for monitoring observation with Weibull 
distribution. Section 4 gives a simulation study on Gombay 
method for observations with Weibull distribution. Section 5 is the 
summary and conclusion. 
 
2. GOMBAY METHOD 

Before presenting the Gombay method we briefly introduce the 
score test which is closely related to the Gombay method. 
 
2.1. Score Test 

The score test introduced by Rao (1948) is a fixed sample size 
test of a null hypothesis that a parameter of interest takes a 
particular value. Let 𝑋 be an independent random variable with 

density 𝑓(𝑋;  ⍵), where ⍵ is a parameter of interest. The score 

statistic for testing a null hypothesis, 𝐻0: ⍵ = ⍵0 is defined 

(Rao, 1948) by  

𝑆(⍵) =
(𝜇(⍵))2

𝐼(𝜇)
,    (1) 

Where 𝜇(⍵) =
𝜕

𝜕⍵
𝑙𝑜𝑔𝑓(𝑋,⍵) is known as the efficient score 

vector and 𝐼(⍵) = 𝑣𝑎𝑟(𝜇(⍵)) = 𝐸𝑋[(𝜇(⍵))
2] =

𝐸𝑋 [(
𝜕

𝜕⍵
𝑙𝑜𝑔𝑓(𝑋,⍵))

2
] is the Fisher information and the 

derivatives are taken at ⍵0. Under the null hypothesis the statistic 

𝑆(⍵) is 𝜒2 distributed with 1 degrees of freedom (Rao, 1948). 
In most statistical problems, ⍵ is rarely only a parameter of 

interest. Let ⍵ = (𝜃, 𝜂), such that the observed variable 𝑋 ∼
𝑓(. ; 𝜃, 𝜂), 𝜃 is a vector of real parameters of interest and 𝜂 is the 

vector of nuisance parameters. Since the interest is in inference 
about 𝜃, it is important to find a way to deal with the nuisance 

parameter. One way to do this is to eliminate the nuisance 
parameter by conditioning the score statistic, (see (Lindsey, 1983; 
Basu, 1977)). A suitable statistic is chosen, say 
𝑔(𝑥𝜖𝑋): (𝑥𝜖𝑋,⍵) → (𝑦𝜖𝑌) such that the conditional 

distribution of 𝜇𝑐 depends on ⍵ only through 𝜃. The conditional 

score vector may be defined (Lindsey, 1983) by 
𝑔(𝑥𝜖𝑋) = 𝜇(⍵) − 𝐸[𝜇/𝑇],    (2) 

where 𝑇 is a sufficient statistic whose sampling distribution 

depends on 𝜃 only. If 𝜃 is real-valued, the information 

corresponding to 𝑔(𝑥𝜖𝑋) is obtained from a Fisher information 

matrix for the parameter (𝜃,) given (Gombay and Serbian, 2005; 
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Lindsey, 1983) by 

𝐼 = (
𝐼𝜃𝜃 𝐼𝜃𝜂
𝐼𝜂𝜃 𝐼𝜂𝜂

),    (3) 

And the marginal information about 𝜃, also known as the effective 

information is given by 𝐼(𝜃) = 𝐼𝜃𝜃 − 𝐼𝜃𝜂𝐼𝜂𝜂
−1𝐼𝜂𝜃, see (Bera and 

Bilias, 2001; Gombay and Serbian , 2005) 
 
2.2. Sequential Hypotheses and Gombay Test Statistic 

While the score test is a fixed sample test of a null hypothesis that 
a parameter of interest takes a particular value, the Gombay test 
is a sequential change detection test with the test statistic defined 
by the maximum of a sequence of score tests, 𝑆𝑗 = 𝑆: 𝑆(𝑗) =

𝑐(𝑋1, 𝑋2, … , 𝑋𝑗) calculated from the sequence of observed 

data, 𝐺𝑘 = 𝑚𝑎𝑥{𝑆1, 𝑆2, … , 𝑆𝑗}. Below is the description of 

Gombay method introduced as test I in Gombay and Serbian 
(2005). Consider a sequence of independent random variables, 
𝑋1, 𝑋2, … . ∼ 𝑓(. , 𝜃𝑖 , 𝜂𝑖), where 𝑓 is a probability density 

function, 𝜃 is a vector of parameter of interest and 𝜂 is a nuisance 

parameter. Consider a test for the composite hypotheses 
 𝐻0:  𝜃𝑖 = 𝜃0, 𝜂𝑖 = 𝜂;   𝑖 = 1, 2,….    
Against and alternative 

 𝐻1 :  {
𝜃𝑖 = 𝜃0, 𝜂𝑖 = 𝜂;   𝑖 = 1, 2, … , 𝑟
𝜃𝑖 = 𝜃0 + ∆𝜃, 𝜂𝑖 = 𝜂;   𝑖 ≥ 𝑟 + 1,   

  

where 𝑟 ≥ 1 is an unknown time of change, ∆𝜃 is a shift in the 

value of the parameter of interest from 𝜃0 and 𝜂  an unknown 

nuisance parameter. The null value of the vector of parameter of 

interest 𝜃0 can take any value from 𝑅𝑑.  
Let ⍵ = (𝜃, 𝜂), the log-likelihood function at 𝑘 − 𝑡ℎ interim 

analysis is 𝑙(⍵) = ∑ 𝑙𝑛𝑓(𝑋𝑖 , ⍵)
𝑘
𝑖=1 . And the efficient score 

vector for 𝜃 and 𝜂 is defined by  

𝑉𝑘(𝜃0, 𝜂) =
𝜕𝑙(𝜔)

𝜕𝜔
= ∑

𝜕

𝜕𝜔
𝑙𝑛𝑓𝜃0𝜂(𝑋𝑖)

𝑘
𝑖=1 . (4) 

 In order to define a test statistic for the hypotheses about 𝜃, a 

Fisher information matrix 𝐼 for 𝑘 observations is partition as in 

equation (3), where 𝐼𝜃𝜃 = −𝐸 (
𝜕2

𝜕𝜃2
𝑙(𝜃, 𝜂)), 𝐼𝜂𝜂 =

−𝐸 (
𝜕2

𝜕𝜂2
𝑙(𝜃, 𝜂)) and 𝐼𝜃𝜂 = 𝐼𝜂𝜃 = −𝐸 (

𝜕2

𝜕𝜃𝜕𝜂
𝑙(𝜃, 𝜂)). 

Replacing the nuisance parameter 𝜂 with its maximum likelihood 

estimate �̂�𝑘 , obtained from the solution of  

∑
𝜕

𝜕𝜂
𝑙𝑛𝑓𝜃0𝜂(𝑋𝑖) = 0

𝑘
𝑖=1 ,   (5)  

the conditional efficient score vector 𝑉𝑘 is given by 

𝑉𝑘(𝜃0, �̂�𝑘) = ∑
𝜕

𝜕𝜂
𝑙𝑛𝑓𝜃0𝜂(𝑋𝑖)

𝑘
𝑖=1 .  (6)  

This vector is sometimes termed effective score vector and its 

variance 𝛤𝑘 = 𝐼𝜃𝜃 − 𝐼𝜃𝜂𝐼𝜂𝜂
−1𝐼𝜂𝜃 is called effective information 

(Bera and Billias, 2001). For independent random variables the 
variance increases linearly with numbers of observations, i.e. 
𝛤𝑘(𝜃0, 𝜂) = 𝑘𝛤1(𝜃0, 𝜂).Under some standard regularity 

conditions guaranteeing the existence and consistence of a 
sequence of maximum likelihood estimates given by Serfling 
(1980) and Lehmann (2001), Gombay and Serbian (2005) 
showed that under 𝐻0, as 𝑘 → ∞, the effective score vector can 

be written as 

𝑉𝑘(𝜃0, �̂�𝑘) = ∑
𝜕

𝜕𝜂
𝑙𝑛𝑓𝜃0𝜂(𝑋𝑖)

𝑘
𝑖=1   

 = ∑ {
𝜕

𝜕𝜃
𝑙𝑛𝑓𝜃0𝜂}

𝑘
𝑖=1   

 = ∑ {
𝜕

𝜕𝜂
𝑙𝑛𝑓𝜃0𝜂𝐼𝜃𝜃(𝜃0, 𝜂) −

𝑘
𝑖=1

𝐼𝜃𝜂(𝜃0, 𝜂)𝐼𝜂𝜂
−1(𝜃0, 𝜂)𝐼𝜂𝜃(𝜃0, 𝜂)} + 𝑂(𝑙𝑜𝑔𝑙𝑜𝑔𝑘)  

 = ∑ 𝑍𝑖 + 𝑂(𝑙𝑜𝑔𝑙𝑜𝑔𝑘)
𝑘
𝑖=1 , 

where 𝑍𝑖 are independent identically distributed random variables 

with expected value 𝐸[𝑍𝑖] = 0 and covariance 𝑐𝑜𝑣(𝑍𝑖) =
𝑘−1𝛤𝑘(𝜃0, 𝜂), for 𝛤𝑘 = 𝐼𝜃𝜃 − 𝐼𝜃𝜂𝐼𝜂𝜂

−1𝐼𝜂𝜃. It follows that 

𝑇𝑘 = √𝑘𝛤𝑘(𝜃0, 𝜂)
−1 2⁄ ∑ 𝑙𝑛𝑓𝜃0𝜂(𝑋𝑖)

𝑘
𝑖=1   (7) 

is asymptotically (𝑘 → ∞) the sum of independent and identical 

random variables with mean 0 and variance 1, and thus a 
sequence of statistics {𝑇𝑘} can be approximated by the standard 

Weiner process. In order to use the statistic 𝑇𝑘, for testing, the 

covariance 𝛤𝑘(𝜃0, 𝜂) is replaced with its estimate 𝛤𝑘(𝜃0, �̂�𝑘). 
Gombay (2003) and Gombay and Serbian (2005) introduced a 
sequential change detection test based on the statistic 𝑇𝑘 in (7) 

as follows. For 𝑘 = 1, 2, … ,𝐾, where 𝐾 is a truncation point, 

reject 𝐻0 in favour of a positive change ∆𝜃 > 𝜃 at time 𝑘 if  

𝐺(𝐾) =
𝑚𝑎𝑥

1 < 𝑘 ≤ 𝐾
{
1

√𝐾
𝑇𝑘} ≥ √𝐾𝐶(𝛼), (8)   

and if no such 𝑘,   𝑘 ≤ 𝐾 exists do not reject 𝐻0. See Gombay 

(2003) and Gombay and Serbian (2005) for asymptotic critical 
values 𝐶(𝛼), and detailed derivation and discussion of the 

method. 
 
3. Gombay Test for Observations with Weibull Distribution 

To define the Gombay test for the Weibull, it suffices to determine 
the efficient score vector, elements of Fisher information matrix as 
defined in Section 2.2. Suppose 𝑥𝑡, 𝑓𝑜𝑟 𝑡 = 1, 2,…., are 

sequence of observations that follows the Weibull, then the 
probability density function of the distribution of the observation 
can be defined by  
  𝑓(𝑥𝑡) =
𝛼

𝜆
(
𝑥𝑡

𝜆
)
𝛼−1

𝑒𝑥𝑝 {−(
𝑥𝑡

𝜆
)
𝛼
} ;   𝑥 ≥ 0, 𝛼, 𝜆 > 0 (9) 

where 𝑥𝑡  is the observed data at time 𝑡, 𝛼 is the shape 

parameter and 𝜆 is the scale parameter that indicates the spread 

of the distribution of the observed data. In sequential methods for 
Weibull, the scale parameter is the parameter of interest since it 
depends on the covariate, and therefore we choose 𝜆 as the 

parameter of interest and α is the nuisance parameter.  Let 𝜆 =
𝜆0 be the null value of the parameter of interest. As more 

observations are taken, the goal is to determine when the value of 
the scale parameter changes significantly from the null value 𝜆0, 

if at all, and stop further sampling. 
The log-likelihood function of the Weibull distribution is given by 

𝐿(𝛼, 𝜆) = 𝑛𝑙𝑛𝛼 − 𝑛𝛼𝑙𝑛𝜆 −
1

𝜆2
∑ 𝑥𝛼 + (𝛼 − 1)∑ 𝑙𝑛𝑥𝑛

𝑖=1
𝑛
𝑖=1 . 

     (10) 
To obtain the maximum likelihood estimates of the Weibull 
parameters, differentiating equation (10) with respect to α and λ 
and equating to zero, the following equations were obtained. 
𝜕𝐿

𝜕𝛼
=

𝑛

𝛼
− 𝑛𝑙𝑛𝜆 −

∑ 𝑥𝑖
𝛼𝑙𝑛𝑥𝑖−𝑙𝑛𝜆 ∑ 𝑥𝑖

𝛼𝑛
𝑖=1

𝑛
𝑖=1

𝜆𝛼
+ ∑ 𝑙𝑛𝑥𝑖 = 0

𝑛
𝑖=1   (11) 

𝜕𝐿

𝜕𝜆
= −

𝑛

𝜆
𝛼 +

𝛼

𝜆𝛼−1
∑ 𝑥𝑖

𝛼𝑛
𝑖=1 = 0   (12) 

 Solving for λ in equation (12) and substituting the result in (11) 
the results are given by 

𝜆 = [
1

𝑛
∑ 𝑥𝑖

𝛼𝑛
𝑖=1 ]

1
𝛼⁄

     (13) 

1
𝛼⁄ −

∑ 𝑥𝑖
𝛼𝑙𝑛𝑥𝑖

𝑛
𝑖=1

∑ 𝑥𝑖
𝛼𝑛

𝑖=1

+ 1 𝑛⁄ ∑ 𝑙𝑛𝑥𝑖 = 0
𝑛
𝑖=1 .    (14) 

The maximum likelihood estimate of the parameter α is calculated 
by solving equation (14) numerically using Newton-Raphson 
method. The estimate of λ is obtained by using the solution of 
equation (14) to solve (13). 
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 It follows from equations (6) and (12) that the efficient score 
vector is defined by 

𝑉𝑘(𝜆0, �̂�𝑘) = −
𝑘

𝜆0
�̂�𝑘 +

�̂�𝑘

𝜆0
�̂�𝑘−1

∑ 𝑥𝑡
�̂�𝑘𝑘

𝑡=1 .  (15) 

To obtain the elements of the Fisher information, we use the 
formulas presented in Section 2.2, and all terms were 
approximated by their 2-terms series expansion of the functions 
before taking the expectations. The results obtain are as follows. 

𝐼𝜆𝜆 = −∝̂ 𝑘{𝜆0
−2 + (1 −∝̂)𝜆0

−𝛼} {1 +∝̂ (𝛤 (1 + 1
∝̂⁄
) − 1)}     (16) 

 

  𝐼𝛼𝜆 = 𝐼𝜆𝛼 =
𝑘

𝜆0
−

𝑘

{
 
 

 
 𝜆0

1−∝̂ [𝜆0
∝̂ (1 +∝̂ (𝛤 (1 +

1

∝̂
) − 1))]

+∝̂ 𝜆0 [𝑙𝑜𝑔𝜆0 + (∝̂ 𝑙𝑜𝑔𝜆0 + 1) (𝛤 (1 +
1

∝̂
) − 1)]

−∝̂ 𝜆0𝑙𝑜𝑔𝜆0[1 +∝̂ (𝛤(1 + 1/∝̂) − 1)] }
 
 

 
 

   (17) 

 

  𝐼𝛼𝛼 =
𝑘

∝̂2
+

𝑘

𝜆0

{
 
 

 
  𝜆0

∝̂𝑙𝑜𝑔2𝜆0 + 𝜆0
�̂�𝑙𝑜𝑔𝜆0[∝̂ 𝑙𝑜𝑔𝜆0 + 2] [𝜆0𝛤 (1 +

1

∝̂
) − 1)]

+𝜆0
2𝑙𝑜𝑔2𝜆0 [1 + 2 (𝛤 (1 +

1

∝̂
) − 1)]

−2𝜆0
2𝑙𝑜𝑔𝜆0 [𝑙𝑜𝑔𝜆0 + (1 + 2𝑙𝑜𝑔𝜆0) (𝛤 (1 +

1

∝̂
) − 1)] }

 
 

 
 

 (18) 

 

Denote 𝜉𝑘 = 𝐼𝜆𝜆 − 𝐼𝜆𝛼𝐼𝛼𝛼
−1𝐼𝛼𝜆 the estimate of Fisher information 

at the 𝑘 − 𝑡ℎ interim analysis, the Gombay test statistic is based 

on the maximum of the standardized and scaled by √𝑘 score 
statistic (8) given by 

𝑇𝑘 = √𝑘
−
𝑘

𝜆0
�̂�𝑘+

�̂�𝑘

𝜆0
�̂�𝑘−1

∑ 𝑥𝑡
�̂�𝑘𝑘

𝑡=1 .

𝜉𝑘
.     (19) 

 
4. The Simulation Study 

The objective of the simulation study presented here is to 
evaluate the Type I error rate of the Gombay test for observations 
with Weibull distribution with standard critical values in relation to 
the sample size 𝐾 and the shape parameter ∝. The data for the 

simulation were generated from the Weibull distribution, 
𝑥𝑖~𝑤𝑒𝑖(𝐾, ∝, 𝜆0), where 𝜆0 is the null value of the scale 

parameter. Critical values were calculated based on 5% 
significance level and the null value of the parameter of interest, 
the scale parameter set at 𝜆0 = 0.5. Sequential testing starts 

with a minimum of two observations and stops as soon as a 
boundary value is reached or after the 𝐾 − 𝑡ℎ interim analysis. 

For each combination of the following variables: 𝜆0 = 0.5, 𝛼 =
(0.6, 0.8, 1.0) and 𝐾 = (20, 40, 60, 80). A total of 1000 

simulations were conducted, the empirical power of the test to 
reject 𝐻0 was calculated and recorded. The values of the 

variables used are intentionally chosen to reflect most practical 
situations. 
 
Table I: Relationship between sample size 𝐾, shape parameter 

∝ and the Type I error rate of Gombay test for observation with 

Weibull distribution, 𝜆0 

 
 

Achieved Type I error is an important tool for evaluating the 
quality of a statistical hypothesis test (Dogo et al., 2015). Table I 
shows the Type I error achieved by the Gombay test for 
observations with Weibull distribution. Observed that the Type I 
error decrease as the shape parameter ∝ and sample size 𝐾 

increases. The Type I errors achieved in all combinations of the 
variables considered is below the nominal level of 0.05, which 
shows that the test is conservative. 
 
5. Summary and Conclusion 

The objective of this paper was to define a Gombay test for 
monitoring observations with Weibull distribution. This has been 
achieved by setting the scale parameter as the parameter of 
interest and the shape parameter as the nuisance parameter. 
Simulations shows that the Type I error achieved is below the 
nominal level, and are affected by increase in sample size and 
shape parameter. Therefore, the test is not recommended for use 
in practice. 
The lack of control of the Type I error may be explained by 
approximation used in taking expectation in the calculations of the 
elements of Fisher information. Another problem is the use of 
asymptotic approximation based on Wiener’s process to obtain 
the critical values of the test. However, it will not be self-serving to 
say that the Gombay method provides a basis for sequential 
approach to observations with Weibull distribution can based 
upon. This will be pursue in our future research. 
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