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ABSTRACT 
The use of natural language processing, to identify, extract and 
organize sentiment from user generated texts in social networks, 
blogs or product review of text is known as sentiment analysis or 
opinion mining. Hausa language belongs to one of the major well-
spoken languages in Africa and one of the three major Nigerian 
languages. Now investigating into such a language will have 
significant influence on social, economic business political and 
even educational services and settings. Some of these Hausa texts 
are abbreviated and some in acronym format which is a challenge 
to researchers as such comments are in an unstructured format 
and needs normalization to get further understanding of that text 
and also there is scarcity of sentiment analysis on Hausa 
abbreviation and acronym. Abbreviation is a shorten form of a word 
while acronym is an abbreviation formed from the initial letters of 
other words and pronounced as a word. This research aims to 
develop an improved Hausa Sentiment Dataset for the 
enhancement of sentiment analysis with abbreviation and 
acronyms. This is achieved by adapting to the approach for Hausa 
Sentiment Analysis based on Multinomial Naïve Bayes (MNB) and 
Logistic Regression algorithms using the count vectorizer, along 
with python libraries for NLP. This research affirmed that the 
improved dataset with abbreviation and acronym outperforms the 
plain Hausa dataset by 4% in accuracy using Multinomial Naïve 
Bayes. The result shows that in addition to normal preprocessing 
techniques of the social media stream, understanding, interpreting 
and resolving ambiguity in the usage of abbreviations and 
acronyms lead to improved accuracy of algorithms with evidence 
in the experimental result. 
 
Keywords: Sentiment Analysis, Hausa abbreviation and acronym, 
Count Vectorizer, Machine Learning. 
 
INTRODUCTION 
The use of natural language processing, to identify, extract and 
organize sentiment from user generated texts in social networks, 
blogs or product review of text is known as sentiment analysis or 
opinion mining (Tang et al, 2015). Recently there is a huge rate of 
code-mix (combination of languages) text available on social 
media. Some of these texts are abbreviated and some are 
transliteration of one text into another which needs normalization 
to get further understanding of that text. Individuals make 
comments on twitter which involves perception, emotion and 
unexpected behavior. This feedback could be of value to those 
involved to create new or revise existing services and solutions. 
Such data can be easily extracted from various social-media 
platforms like Twitter, Facebook, web blogs etc. Abbreviation is a 
shorten form of a word while acronym is an abbreviation formed 
from the initial letters of other words and pronounced as a word. 
Just like there is ambiguity in the use of normal language there is 

also ambiguity in the usage of slang, abbreviation and acronym 
because they often have context-based meanings, which must be 
rightly interpreted in order to improve the results of social media 
analysis. 
Sentiment analysis origin can be traced to 1950’s, then, sentiment 
analysis was mainly used on written paper documents (kdnuggets, 
2015). Dewaele (2010) claims that ‘strong emotional arousal’ 
increases the frequency of code-mixing. Mantyla et al (2017) 
reported that the sentimental analysis outburst that are computer-
based only transpired due to the presence of web based subjective 
text. The adoption of social media platforms, such as Twitter has 
made SA of tweets an important area of research in customer 
feedback, public opinion polls, advertisement etc. Contrary to 
popular assumption, African languages have not been given much 
attention in corpus linguistics despite the existence of electronic 
resources (Zakari et al 2021). The analysis also suggests a dearth 
of research to create a new feature representation that suits the 
characteristics of the Hausa Language. Furthermore, by expanding 
the work for Hausa Natural Language Processing across many 
domains and creating reference structures across several 
disciplines. 
The study by Hassonah et al (2020) postulated for the adoption of 
a hybrid machine learning strategy in 2020 to enhance sentiment 
analysis given that an SVM classifier was used to develop a 
classification approach that is based on "Positive, Negative, and 
Neutral" classes and the MVO and Relief models included two 
feature selection methods. The proposed approach was also 
assessed using Twitter data. The results of the studies showed that 
the suggested method performed better than more well-known 
methods. 
 
The work by Muhammad et al (2022), introduced the first large-
scale human-annotated Twitter sentiment dataset for the four most 
widely spoken languages in Nigeria—Hausa, Igbo, Nigerian-
Pidgin, and Yoruba—consisting of around 30,000 annotated tweets 
per language, including a significant fraction of code-mixed tweets. 
They proposed text collection, filtering, processing, and labeling 
methods that enabled them to create datasets for these low-
resource languages. They evaluated a range of pre-trained models 
and transfer strategies on the dataset and found out that language-
specific models and language-adaptive fine-tuning generally 
perform best. 
 
Sani et al (2022) developed a text classification framework for 
Hausa sentiment analysis based on Multinomial Na'ive Bayes 
(MNB) and logistic Regression algorithm using the count vectorizer 
and TF-IDF methods. A significant result was achieved in text 
categorization performance with the help of the model. Their 
conclusion suggested that for future work on sentiment analysis, it 
is necessary to work on abbreviations and acronyms, as most 
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internet users tends to write comments, replies or opinions by 
shortening some words which may reduce the sentiment polarity.  
For the purpose of this research, the dataset was generated from 
BBC Hausa Twitter handle and then preprocessed using polyglot. 
Polyglot is a python package that can process a lot of languages 
without the need to translate them to English before acting upon. 
Naïve Bayes algorithm and Logistic Regression were used as 
classifier. Naïve Bayes is considered as the easiest or not too 
complex and quickest classifier as this has offered novel results to 
many researchers adopting it. Natural Language Processing is 
useful in enhancing grammar correctness, speech to text 
conversion, and language translation automation. It also analyzes 
text allowing machines to understand how human speak. 
(Anupama et al, 2020) 
According to the findings of this study, abbreviation and acronym 
haven't gotten much attention in corpus linguistics despite the 
availability of electronic resources. This study aims to develop an 
improved Hausa Sentiment Dataset for the enhancement of 
sentiment analysis with abbreviation and acronyms. 
This research developed an improved Sentiment Dataset for the 
enhancement of sentiment analysis by enhancing Hausa 
Sentiment dataset with abbreviation and acronym text and 
developing a text classification model for Hausa sentiment analysis 
using Multinomial Na'ive Bayes (MNB) and logistic Regression 
algorithm using the count vectorizer where at the end the result was 
evaluated for accuracy. 
The remainder of this paper is organized as follows:  Section 2 
presents the methodology of our proposed approach. Section 3 
shows the result obtained from the study and section 4 presents 
the conclusion.   
 
MATERIALS AND METHODS 
The approach of this research is a model for sentiment analysis 
that uses Multinomial Naïve Bayes (MNB) and Logistic Regression 
(LR) classification algorithm to analyze Hausa text lexicon using 
count vectorizer method by adopting the work of Sani et al (2022). 
The twitter dataset was annotated as positive, negative and neutral 
by annotators. The updated dataset created contains Hausa words 
in abbreviations and some acronyms. 
The polyglot preprocessing package of python was used for the 
preprocessing. The dataset was further trained using machine 
learning Multinomial Naïve Bayes and logistic regression algorithm 
and in order to evaluate the effectiveness and usefulness of the 
classifiers the result was evaluated for accuracy. 
 
Figure 1 shows an overview of the approach used for twitter 
sentiment analysis for Hausa abbreviated and acronym text. 
 

Figure 1: Overview of the Sentiment Analysis Framework. 
 
RESAERCH METHODOLOGY 
As show in figure 1 above this work comprises of four stages: the 
dataset, data pre-processing, linguistic data processing using NLP, 
apply the machine learning algorithm and finally the result and 
analysis, which are explained below. 
1. Dataset: The Hausa dataset was generated from BBC Hausa 
Twitter handle texts then manually updated with the abbreviation 
and acronym text and further manually annotated as positive, 
negative or neutral. The dataset created contains Hausa words in 
abbreviations and some acronyms. 
2. Data Pre-processing: This is where the extracted data is 
modified to eradicate the inconsistencies and upgrade the quality 
of the data. The data was filtered and became noise free at this 
stage. This phase was achieved by the use of a python library. 

• Polyglot: Is a natural language pipeline that supports 
very large multilingual applications. It offers a 
comprehensive analysis and has a practical application 
in compatibility. It is an open source python package 
used for manipulating text and extracting useful 
information from it. Some of its features are; language 
detection, tokenization, name entity recognition, part of 
speech tagging, sentiment analysis and lots more. 

3. Linguistic Data Processing using NLP: Analyzing data 
requires some basic steps; first, the text was prepared in a proper 
text format. The second step involves tokenization/feature 
extraction (which means dividing the data into different set of 
statement so that the computer understands very well). The third 
step is detection and negation which involves targeting the keyword 
in the data, if the word is found return “True” to verify else “False” 
for negated. The dependency parser analyzes the grammatical 
structure of the sentence if the value is “True”. Co-reference parser 
analyzes the expression and it is the main object in NLP. The last 
step involves analyzing the result.  

Feature Extraction: The feature consists of language 
information and features such as words, word type, 
positive and negative sentiment score. All this data can 
be transformed to various other formats for the purpose 
of fitting it according to the requirements of the machine 
learning algorithm in use. The output of this process is 
then fed to the classifier which is able to perform the 
sentiment classification of the given document. 

1. Applying Machine Learning Algorithm: Classification of 
text are tested against two classification algorithms, the 
Multinomial Naïve Bayes and Logistic Regression. 

• Naïve Bayes: is a probabilistic machine learning 
algorithm that can be used in a wide variety of 
classification task. It is a commonly used method for text 
classification due to its effective grading assumptions, 
quick and easy implementation. The classifiers of Naïve 
Bayes (NB) are a family of classifiers based on Bayes’ 
popular probability theorem. The Multivariate Bernoulli 
Naïve Bayes model (BNB) is done to classify 
documents and treat the absence of each word as a 
logical attribute as in one of the initial statistical models 
of language. It is well thought out but it only focuses on 
the appearance of words which make it a baseline for 
text classification. In BNB, when a word appears in the 
document, the value of the attribute equivalent to that 
word is written either as one, otherwise zero. The 
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Multinomial Naïve Bayes (MNB) was proposed as an 
improved method of BNB. The MNB assumes that the 
document is a bag of words and takes word frequency 
and information into account.  

• Logistic Regression: is a supervised machine learning 
algorithm method that help to predict the probability of 
events that have binary outcome. It is part of the 
regression family that involves predicting outcomes 
based on quantitative relationships between variables. 
It computes the sum of input features and calculates the 
logistic of the result. Generally, the result of the 
response variable is called success and failure, yes or 
no, or true and false represented by 1 and 0 
respectively. 

 
System Setup 
The experimental setup was implemented with Windows 10 
operating system using jupyter notebook. The goal is to figure out 
how to adapt to the approach for Hausa Sentiment Analysis based 
on MNB and Logistic Regression algorithm using the count 
vectorizer, along with python libraries for NLP. 

 
RESULTS 
The outcome of this research is an enhanced Hausa dataset with 
acronyms and abbreviations (i.e., adapting the Dataset), then 
adopt the evaluation procedure of Sani et al. (2022)  
The accuracy of a classifier on a given dataset is the percentage of 
the correctly classified tuples by the classifier. 
To analyze the effect of enhancing the data set with abbreviation 
and acronym on sentiment analysis task, Table 1 shows an 
estimated predictive result of Multinomial Naïve Bayes 
performance and table 2 shows the estimated predictive result of 
Logistic Regression performance. Also figure 3 shows performance 
comparison of MNB and LR performance for overall accuracy. 
 
Table 1: The summary of performance of the models using both 
approaches based on multinomial Naïve Bayes. 

PARAMETER WITHOUT 
ABBREVIATION 
AND ACRONYM 

WITH 
ABBREVIATION 
AND ACRONYM 

Precision 0.84 0.84 

Recall 0.76 0.83 

F1-Score 0.80 0.83 

Accuracy 80% 84% 

 
Table 2: The summary of performance of the models using both 
approaches based on Logistic Regression. 

PARAMETER WITHOUT 
ABBREVIATION 
AND ACRONYM 

WITH 
ABBREVIATION 
AND ACRONYM 

Precision 0.83 0.85 

Recall 0.93 0.85 

F1-Score 0.88 0.85 

Accuracy 86% 85% 

 
The benchmarking is to test the Sentiment of 

1. Adopted method + Adopted Dataset 

2. Adopted Method + Adapted Dataset 

 
Figure 3: Performance Comparison of MNB and LR based on 
Accuracy 

 
To evaluate the effectiveness of the classifiers and to   produce a 
more accurate classification procedure, experimental result was 
analyzed for accuracy. Where the result shows that performance 
of the models using both approaches. Based on multinomial Naïve 
Bayes, accuracy is higher by 4% with sentiment conveyed by 
abbreviations and acronyms affecting the surrounding text. 

 
Conclusion 
An enhanced lexicon was created and combined with the existing 
lexicon. The corpus was annotated manually to rate the 
abbreviation and acronyms in their lexicon for their associated 
sentiment. The annotators assigned ratings of positive, negative 
and neutral. Based on the practical experience from this research, 
polyglot worked incredibly well in manipulating texts by extracting 
useful information. The result shows that in addition to normal 
preprocessing techniques of the social media stream, 
understanding, interpreting and resolving ambiguity in the usage of 
abbreviations and acronyms lead to improved accuracy of 
algorithms with evidence in the experimental result. 
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