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Abstract 
 

This paper presents the application of Principal Component Analysis (PCA) on the dimension reduction of 

morphological variables. Sixteen morphological variables were measured from 50 multiparous Bunaji 

cows. The correlation amongst most of the morphological variables was very high suggesting severe 

multicollinearity. Therefore, PCA was applied to verify whether the collinear variables could be combined 

to form composite scores. The application of the PCA effectively reduced the dimensionality of the 16 

morphological variables into four artificial composite variables (called principal components) which were 

uncorrelated and independent of each other with standardized means of zero and standard deviation of one 

and explained 90.45% of the variation in the original morphological data set. Therefore, PCA can be used 

to correct the problem of multicollinearity and dimension reduction of morphological data in multiple 

regression analysis. 
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Description of Problem 

 Emphasis have shifted over the years from 

subjective method of appraising cattle to more 

objective method like the use of linear body 

measurement of different body parts of the 

animal. The linear body measurement can be 

taken at a relatively lower cost with high 

relative accuracy and consistency (1), and they 

have moderate to high heritability (2, 3). Since 

these conformation traits have genetic 

component they could be used as correlated 

traits in predicting the direct and correlated 

responses due to selection. In animals, one trait 

is often associated with other traits, it may 

therefore be necessary to consider more than 

one trait for selection and improvement at a 

time (4). However, one of the limitations in 

applying multiple regression analysis to the 

morphological data is that of the 

multicollinearity (3, 4). Multicollinearity is 

simply a high degree of correlation among 

predictive variables in multiple regressions (5). 

A high degree of multicollinearity amongst 

predictive variables increases the variance in 

estimation of the regression coefficients (6) 

and compromise the basic assumption of 

multiple regressions which states that ‘the 

predictors are uncorrelated and independent of 

each other’. When predictors suffer from 

multicollinearity, using multiple regression 

leads to inflation of regression coefficients 

thereby compromising the integrity and 

reliability of the resultant models. These 

coefficients could fluctuate in signs and/ or 

magnitude as a result of slight change in one 

variable (7, 8).  
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 One of the ways of solving the problem of 

multicollinearity is the application of Principal 

Component Analysis (PCA). Principal 

Component Analysis is a traditional 

multivariate statistical method commonly used 

to reduce the number of predictive variables 

and solve the multicollinearity problem (9). 

The PCA aims at explaining as much of the 

variation in the data by finding linear 

combinations that are independent of each 

other without losing too much information in 

the process. 

 Therefore, the aim of this study was to 

determine whether Principal Component 

Analysis can be apply to solve the problem of 

multicollinearity and dimension reduction of 

morphological variables of Bunaji cows. 

 

Materials and Methods 

Data collection:  

 The data used for this study were collected 

from 50 multiparous Bunaji cows at the dairy 

herd of National Animal Production Research 

Institute (NAPRI) Shika, Kaduna state, 

Nigeria, located between latitude 11
0
 and 12

0
N 

at an altitude of 640 m above sea level, and lies 

within the Northern Guinea Savannah Zone 

(10). Eight morphological traits comprises of 

stature (ST), chest width (CW), withers height 

(WH), heart girth (HG), body length (BL), 

body depth (BD)  rump width (RW) and body 

weight (BW) were measured. Cows were 

housed in tie stalls, and standard position of 

the cow was defined to take measurements. 

The morphological traits were measured in 

centimeter (cm) using graduated measuring 

stick and flexible meter tape, while the body 

weight was measured using weighbridge.  The 

eight original morphological variables were 

used to calculate the other eight body indices 

as shown in Table 1. The details of the 

measurements and definition of the traits are 

also presented in Table 1. Each cow was 

measured 3 times for the complete lactation 

length; the frequency of the measurements was 

early-, mid- and late lactation, commencing 

one week post- partum.   
 

Statistical Analysis  
 The correlation matrix of all the morpholo-

gical parameters and their indices was first 

determined using PROC CORR procedure of 

SAS (15) to determine the level of the multi-

collinearity among the morphological variables. 

 Because of the large correlations between 

most of the morphological variables, principal 

component analysis was applied. Principal 

component analysis is a method for 

transforming the variables in a multivariate 

data set X1, X2,.Xn, into new variables, Y1, 

Y2,…..Yn, which are uncorrelated and account 

for decreasing proportions of the total variance 

of the original variables, defined as follows; 

Y1 = P11X1 + P12X2 +………………. +P1nXn 

Y2 = P21 X1 + P22X2 + ……………… + P2nXn 

Y3 = Pn1X1 + Pn2X2 + ………………. + PnnXn 

 With the coefficient being chosen so that 

Y1, Y2, ……..Yn account for decreasing 

proportion of the total variance of the original 

variables X1, X2 …..Xn (16).The principal 

component analysis was run using PROC 

Factor SAS software (SAS, 15) 
 

Results and Discussion 

 The first step in applying Principal 

Components Analysis (PCA) to a multiple 

regression data is to determine the correlation 

matrix of the predictive variables, as this will 

suggest whether there is multicollinearity 

problem amongst the predictors. In the present 

study, the correlation matrix showed high 

degree of correlations amongst the 

morphological variables (Table 2), hence an 

indication of multicollinearity (16, 17). 

Multicollinearity is a serious problem in 

multiple regression analysis because it violates 

the basic assumption of regression that 

requires the predictors to be independent and 

uncorrelated with each other’s (18, 19). It also 

compromises the integrity and reliability of the 

regression models (20). 
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Table 1: Details of measurements of morphological traits and calculation of body indices 
 Measurements Abbrev                    Description Instrument 

Original morphological measurements (adopted from Fisher, 11 and IHFA, 12) 
1 Stature ST Measured from top of the spine in between hips to ground Measuring stick 
2 Height-at-withers HW Highest point over the scapulae vertically to the ground or 

measured from the highest point on the dorsum of the 
animal to the ground surface at the level of front legs 

Measuring stick 

3 Heart Girth HG  Measured as a circumference of the body at a point 
immediately behind the fore legs, perpendicular to the 
body axis  

Flexible tape 

4 Chest width CW Measured from the inside surface between the top of the 
front legs. 

Flexible tape 

5 Body depth BD Distance between the top of spine and bottom of barrel at 
last rib, the deepest point independent of stature. 

Flexible tape 

6 Body length BL  Measured from the point of shoulder to the ischium Flexible tape 
7. Rump width RW The distance between the most posterior point of pin 

bones 
Flexible tape 

8 Body weight BW Live weight of the animal Weigh bridge 
Body indices and their mode of calculations (Alderson, 13; Sarma, 14). 
1 Height slope HS Withers height - status Calculated 
2 Width slope WS Rumps width/ chest width Calculated 
3. Length index LI Body length / withers height Calculated 
4 Depth index* DI Body depth/withers height Calculated 
5 Foreleg length* FL Withers height- body depth Calculated 
6 Body index BI (Body length/heart girth)x 100 Calculated 
7 Height index HI Withers height/body length Calculated 
8 Weight index WI Body weight x withers height Calculated 

*= in the original formula chest depth was used instead of body depth 

 

Therefore, the morphological data were 

subjected to principal component analysis 

using ‘one’ as a prior communality estimates. 

The number of the principal components (PCs) 

retained for varimax orthogonal rotation was 

determined using eigenvalue criteria of one 

and the cumulative percentage of variance 

explained by the PCs retained (21). Using 

these criteria it was obvious that the first four 

PCs displayed eigenvalues equal to or greater 

than one, and explained over 90% of the 

variation in the morphological data set. This 

suggested that the morphological variables can 

be reduced into four composite variables 

(Principal components) without losing much of 

the information in the original data set. 

Therefore, the four PCs were retained for 

interpretation. The morphological variables 

and the corresponding loadings are presented 

in Table 3. In the interpretation of the rotated 

factor-loading pattern, a parameter was said to 

load heavily on a given PC if the factor loading 

was greater or equal to 0.60. There was a clear 

grouping of the morphological parameters 

evident by the loading pattern of the 

parameters on the PCs. Most of the original 

morphological parameters loaded heavily on 

the first PC, which was subsequently labeled 

as ‘body size measures’. Also, most of the 

index values loaded heavily on the second PC 

and were labeled ‘body indices’. Other 

parameters like chest width (CW), body length 

(BL) and weigh slope (WS) loaded heavily on 

the third PC, which were labeled as ‘body 

balance measures’. Lastly, height slope (HS) 

which could be term as measure of 

‘ascendency’ was the only parameter that 

heavily loaded on the fourth PC, suggesting 

that HS is not strongly correlated with any of 

the morphological parameter measured (Table 

1) and could therefore be treated as independent 

variable in subsequent multiple regression 

analysis (19). 
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Since the PCs were labeled according to the 

sizes of their variances, the first Principal 

component (PC1)  explained the largest amount 

of variation (54.61 %) in the morphological 

data set, while the subsequent principal 

components PC2, PC3 and PC4 accounted for 

decreasing proportion 16.88%, 11.68% and 

7.26%, respectively of the original variables. 

Also the eigenvalues of the PCs followed 

similar trend with that of the percentage of 

variance explained by each PC. This agreed 

with the earlier findings on the applications of 

principal component analysis (16, 18, 19) 

 The communality estimates (h) which is 

the percentage of variance explained in each of 

the original morphological variables explained 

by the extracted PC was very high ranging 

from 69.41% to 98.22%. 

 The PCs displayed varying levels of 

correlations with the morphological parameters 

similar to the loading pattern of the 

morphological parameter on the PCs (Table 4). 

Thus, confirming the loading pattern of the 

Principal Component Analysis. However, the 

correlations amongst the PCs were zero. This 

shows that the PCA successfully transform the 

16 morphological variables into four artificial 

composite variables which were uncorrelated 

and independent of each other with 

standardized means of zero and standard 

deviation of one (Table 5). This indicated that 

the PCA completely removed the multi-

collinearity amongst the PCs and could 

therefore be used with high degree of 

reliability in multi-regression analysis (20, 21). 

  

 

Table 3: relationship among morphological measures express as loadings in Principal 

Component Analysis  
Items  Principal Components (PCs) 

 PC1 PC2 PC3 PC4 h 

Cumulative variance (%) 54.61 71.49 83.17 90.45  
Body weight  0.87 0.06 0.33 0.30 96.51 
Stature  0.90 0.36 0.21 0.09 98.22 
Chest width 0.44 -0.49 0.63 0.20 86.13 
Body depth  0.93 0.33 0.06 -0.02 97.96 
Height-at-withers 0.90 0.36 0.19 0.05 97.63 
Heart girth 0.82 0.08 0.31 0.39 93.46 
Body length 0.51 -0.31 0.71 0.03 85.76 
Rump width  0.65 0.39 0.01 0.48 68.73 
Height slope 0.11 0.06 -0.10 0.90 84.27 
Width slope -0.05 -0.26 0.80 -0.04 96.45 
Length index -0.68 -0.63 0.32 0.20 76.13 
Depth index 0.08 0.94 -0.17 -0.10 93.83 
Foreleg length 0.20 0.92 0.20 0.10 94.05 
Body index -0.73 -026 -0.03 -0.49 85.26 
Height index  0.67 -0.65 -0.32 0.04 96.49 
Weight index 0.89 0.13 0.32 0.26 97.94 
Individual Variance explain (%) 54.61 16.88 11.68 07.26  
Eigen values 8.74 2.70 1.87 1.16  

h=communality estimates 

 

 

 

Alphonsus and Raji 



6 
 

Table 4: Pearson’s Correlations between principal components (PCs) and morphological 

parameters 
Morphological 
variables 

Principal components (PCs) 

PC1 PC2 PC3 PC4 

Body weight  0.870** 0.065 0.334 0.304 
Stature  0.898** 0.355 0.207 -0.086 
Chest width 0.438 0.489 0.626 0.197 
Body depth  0.929** -0.330 0.062 -0.022 
Height-at-withers 0.899** 0.358 0.188 0.048 
Heart girth 0.818** 0.076 0.312 0.395 
Body length 0.505 -0.309 0.714** 0.026 
Rump width  0.555 0.393 0.008 0.481 
Height slope 0.108 0.056 -0103 0.901** 
Width slope -0.049 -0.261 -0.804** 0.201 
Length index -0.679** -0.635** 0.316 -0.036 
Depth index 0.079 -0.944** -0.168 -0.103 
Foreleg length 0.195 0.923** 0.201 0.096 
Body index -0.733** -0.258 0.029 -0.488 
Height index  0.669** 0.646** -0.316 0.038 
Weight index 0.893** 0.126 0.316 0.257 
PC1 1.000 0.000 0.000 0.000 
PC2 0.000 1.000 0.000 0.000 
PC3 0.000 0.000 1.000 0.000 
PC4 0.000 0.000 0.000 1.000 

*=P<0.05; **=P<0.01 

 

Table 5: descriptive statistics of the Principal Components 
Principal components (PCs) N Means SD Minimum Maximum 

PC1 40 0.00 1.00 -1.257 1.759 
PC2 40 0.00 1.00 -2.244 1.663 
PC3 40 0.00 1.00 -2.472 1.759 
PC4 40 0.00 1.00 -1.069 3.092 

N= number of animals; SD= standard deviation 

 

Conclusion and Applications 

1. The application of Principal 

Component Analysis (PCA) to the 

morphological data effectively reduced 

the dimensionality of the 16 

morphological variables into four 

artificial composite variables (called 

principal components) which are 

uncorrelated and independent of each 

other with standardized means of zero 

and standard deviation of one and 

explained 90.45% of the variation in 

the original morphological data set.  

2. Therefore, PCA can be used to correct 

the problem of multicollinearity and 

dimension reduction of morphological 

data in multiple regression analysis. 
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