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ABSTRACT  

Reference signals enable the acquisition of channel state information 

(CSI) for purposes such as channel estimation, beam selection, 

precoding, and symbol detection in 5G massive multiple-input multiple-

output (MAMIMO) systems. Eventually, as more and more users and 

cells are added, orthogonal reference signals become few which leads 

to pilot contamination. Pilot contamination limits the performance and 

occurs when non-orthogonal reference signals occupy time-frequency 

resources that are alike. Learning-based techniques have been 

proposed to alleviate it. However, each can only learn to perform a 

single task namely pilot assignment, power allocation, pilot design, or 

de-noising for pilot decontamination. In addition, each learner can only 

be successful if postulated conditions are met. This study proposes a 

multitask learning framework that can be trained to dynamically select 

from the multitude of deep learning models which have been suggested 

for pilot decontamination. Under all signal-to-noise (SNR) ratios, 

experiments conducted on the deep residual learning aided channel 

estimator using the multitask learning framework showed minimum 

channel estimation errors compared to single-task learning. 
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INTRODUCTION 

Fifth-generation (5G) mobile 

communication technologies allow access 

to enhanced multimedia broadband 

services such as 3D games and television. 

However, these services consume high 

bandwidths which can be met by hyper-

dense small cells, or millimeter-waves 

(mm-Waves). Hyper-dense small cells are 

favorable at low frequencies due to limited 

bandwidth and less spectral efficiency. 

MAMIMO increases spectral efficiency by 

allowing users to simultaneously transmit 

for them. At high frequencies, mm-Waves 

provide large bandwidths, thus, spectral 

efficiency is not an issue. Instead, severe 

attenuations are of primary concern due to 

small antenna apertures, blockage, oxygen 

absorption, rain, etc. MAMIMO 

compensates for these transmission losses 

by beam-forming the transmitted signals in 

the users’ directions (Zhao et al., 2018). 

The MAMIMO technology requires the 

base stations to install antennas much larger 

than the number of active users for its 
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services (Marzetta, 2015). In addition, 

mechanisms for CSI acquisition and 

feedback must be incorporated. However, 

perfect CSI is impeded by pilot 

contamination in 5G MAMIMO systems 

(Fatema et al., 2017).  

5G MAMIMO systems exhibit pilot 

contamination as a result of multiplexed 

non-orthogonal reference signals in the 

time-frequency domain. It is caused by 

inter-cell interference (ICI) leading to low-

quality of CSI. In the frequency domain, 

the ICI due to users sharing time-frequency 

resources can be given by Equation (1) 

(Ferrante et al., 2017). 

𝑌𝑗 = ∑ ∑ √𝑝𝑙𝑘𝛽𝑙𝑘𝐻𝑙𝑘 ⊙ 𝑋𝑙𝑘
 𝐾

𝑘=1
𝐿
𝑙=1 + 𝑁𝑗 

(1) 

The terms in Equation (1) are as follows. 𝑌𝑗 

gives the received 5G MAMIMO reference 

signal by the jth reference base station in 

the system. A reference signal sent by the 

kth user from the lth cell is given as  𝑋𝑙𝑘. L 

gives the total number of cells. K denotes 

the number of users in each cell. Power 

allotted to the user is given by 𝑝𝑙𝑘 . 𝐻𝑙𝑘  is 

the channel used by users to transport 

information. 𝛽𝑙𝑘  represents the large-scale 

coefficient (LSC).  𝑁𝑗 is the additive white 

Gaussian noise (AWGN) with zero mean 

and element-wise variance of 𝜎𝑛
2. ⊙ stands 

for element-wise multiplication. 

For channel estimation, CSI can be 

acquired by using the least square (LS) 

algorithm, Yj/Xjk which leads to Equation 

(2) for the kth user in the jth cell. According, 

to Equation (2), �̃�𝑗𝑘
𝐿𝑆  which provides the 

channel gains cannot be utilized without 

suppressing ICI given by the second term 

as it would degrade further processes that 

depend on the measured CSI. This ICI is 

known as pilot contamination and due to it 

the LS estimate for the kth user in the jth cell 

is contaminated by channels of other users. 

Downlink beamforming vectors computed 

by using the LS estimate would result in 

interference for users sharing the time-

frequency resources (Larsson & Marzetta, 

2014). 

�̃�𝑗𝑘
𝐿𝑆 = 𝐻𝑗𝑘 + ∑ √

𝑝𝑙𝑘𝛽𝑙𝑘

𝑝𝑗𝑘𝛽𝑗𝑘
𝐻𝑙𝑘

 

+ 
 𝐿

𝑙≠𝑗 𝑁𝑗⨀𝑋𝑗𝑘
−1                                                                        

(2) 

In 5G MAMIMO, pilot contamination is 

caused by uplink (UL) sounding references 

(SRSs) signals upon CSI acquisition. UL 

SRSs allocation strategies have been 

studied to relieve users from pilot 

contamination (Giordano et al., 2018). In a 

wider scope, deep learning techniques that 

deal with pilot contamination can be 

categorized as power allocation, pilot 

assignment, denoiser, and pilot design 

techniques (D’Andrea et al., 2019; Omid et 

al., 2021; Hirose et al., 2021; Jiang et al., 

2021). 

The power control scheme in (Xu et al., 

2019) demonstrated that the deep neural 

network (DNN) fed with LSCs, 𝛽𝑙𝑘
  can 

learn to allocate the power, 𝑝𝑙𝑘 for all users 

to alleviate pilot contamination. User 

positions were also used as inputs in 

(D’Andrea et al., 2019) for the same 

purpose. By using positions and 

corresponding pilot assignments obtained 

thru an exhaustive search, (Kim et al., 

2018) trained the DNN to perform pilot 

assignments, 𝑋𝑙𝑘  to increase the network 

capacity.  To cope with the changing ICI 

caused by pilot contamination, (Omid et al., 

2021) designed the pilot assignment 

scheme using deep reinforcement learning.  

In (Balevi et al., 2020), the DNN denoised 

the received signal, then the least square 

estimate was carried out to eliminate pilot 

contamination. Denoising can be regarded 

as an act of training the neural network to 

understand the relationship between �̃�𝑗𝑘
𝐿𝑆 

and 𝐻𝑗𝑘 . Referring to Equation (2), it is 

clear how denoising reduces pilot 

contamination. Another denoiser was 

devised using deep residual learning 

conceived around a convolutional neural 

network (CNN) for channel estimation 

(Lim et al., 2021).  

Authors of (Jiang et al., 2021) argued that 

channel sparsity can be exploited for 

denoising in the angle-delay domain while 

pilot contamination can be tackled well in 

the spatial-frequency domain. Then, they 
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presented the dual CNN with good channel 

estimation performance which is less 

complex. In an attempt to combat pilot 

contamination, pilot design strategies 

search for non-orthogonal pilots, 𝑋𝑙𝑘  to 

decrease the scarcity of pilots. As long as 

the DNN could maintain the orthogonality 

of pilots for users with close LSCs. One 

approach experimented with a DNN that 

accepted LSCs to provide pilots as outputs 

(Lim et al., 2021).  The alternative, learned 

the pilots as weights using a two-layer 

network (TNN) for each user. Then, 

extracted weights represented the final 

pilots after learning (Chun et al., 2019). 

 

Motivation 

Power allocation schemes based on deep 

learning have shown the best performance 

with low complexity in comparison. 

However, when shadowing is taken into 

account performance can be poor 

(D’Andrea et al., 2019). Moreover, 

shadowing and path losses will never favor 

cell-edge users experiencing similar LSCs 

to multiple base stations. Reliance on pre-

computed positions or AOAs can offset the 

performance of deep learning-aided pilot 

assignment schemes. Of course, 

performance bottlenecks will be vivid 

when it is not possible to compute positions 

or AOAs with a certain degree of accuracy 

(Omid et al., 2021; Kim et al., 2018).  

Assumptions about the MAMIMO channel 

models can lead to wide performance 

deviations when estimating the channel by 

using denoising. Nevertheless, denoisers 

allow each base station to work 

independently. In addition, end-to-end 

learning without channel models can avert 

the deviations (Aoudia & Hoydis, 2018). 

Finally, TNNs as pilot designers are still 

constrained by CSI acquisition of the LSCs 

for all users in all cells at the base stations 

(Chun et al., 2019). Due to the above 

reasoning. Each deep learning scheme is 

optimal for the 5G MAMIMO system with 

pilot contamination under certain 

conditions. Therefore, this study proposes 

an adaptive approach that can align the 

conditions and the appropriate deep-

learning strategy when pilot contamination 

arises. 

 

Contributions 

However, instead of training different 

networks for pilot decontamination. This 

paper recommends the multitask learning 

framework (MTL) that can be applied to 

realize the deep learning model that learns 

from many tasks while eliminating pilot 

contamination. The MTL framework can 

be tailored for different inputs, computation 

graphs, and outputs to capture various 

architectures proposed for 5G MAMIMO 

systems with pilot contamination 

(D’Andrea et al., 2019; Omid et al., 2021; 

Hirose et al., 2021; Jiang et al., 2021). The 

main contributions of this paper are as 

follows. 

a) It presents the MTL framework, which 

can dynamically learn to perform 

power allocation, pilot allocation, pilot 

design, and denoising tasks to 

eliminate pilot contamination in 5G 

MAMIMO. With the framework; 

activations from multiple outputs can 

be merged (Misra et al., 2016), 

functions or layers can be chosen 

adaptively to make up different deep 

learning networks based on inputs, 

outputs, and tasks (Rosenbaum et al., 

2017), and the right model for the task 

can be derived from the original model 

(Ahn & Kim, 2019) by the routing 

function. 

b) The routing function is flexible as it 

can be fixed or learnable by using 

sampling-based learning (Ahn & Kim, 

2019), reinforcement learning 

(Rosenbaum et al., 2017), etc. The 

routing function selects the function 

block, applies data to it, and gets the 

output back. By doing this, the routing 

function can purposely apply masks 

before propagating the data to the next 

function block to enable MTL through 

parameter sharing (Strezoski et al., 

2019), sparse sub-networks (Pfeiffer et 
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al., 2023), pruning (Mallya & 

Lazebnik, 2018), etc. for parament and 

size efficient models. 

c) It demonstrates how fixed routing can 

be exploited for channel estimation in 

5G MAMIMO systems with pilot 

contamination given the two tasks, 

MTL framework and deep residual 

learning (DRL) based channel 

estimation (Lim et al., 2021).  

d) Computer simulations have shown that 

the MTL framework has improved the 

performance of the DRL-based 

channel estimator under all SNRs.  

The organization of the remainder of the 

paper is as follows. A description of the 

multitask learning framework comes next. 

Then, it applies the MTL framework using 

a fixed routing scheme for training the 

DRL-based channel estimator established 

by [13] under two tasks. It continues with 

performance evaluation. The conclusion of 

the paper is at the end. 

 

Multi-task Learning Framework 

Multi-task learning (MTL) is a technique 

that optimizes the learning model for more 

than one task. MTL allows experiments to 

be conducted on multiple tasks to boost the 

learning of each of them (Strezoski et al., 

2019). As shown in Figure 1, the MTL 

framework proposed is essentially a routing 

network consisting of the sampler, router, 

function blocks, and repository. The 

sampler feeds the data to the framework. It 

also formats the data so they can be 

processed by the router to identify tasks 

based on statistical distribution, keys, etc. 

This way the router can apply the domain-

specific information found in the signals 

linked to the tasks for selecting function 

blocks given an input instance (Rosenbaum 

et al., 2017).  

The repository act as the host for all 

functions and their corresponding 

parameters. It also stores special non-

parameterized functions and sub-networks. 

Sub-networks can be pre-trained or model-

driven modules. In Figure 1, the function 

block, 𝑓𝑑𝑖  is a unit that performs 

computation as a whole independently. 

Where: 𝑑 and 𝑖 stand for the current depth 

level and the selected function block 

respectively. This implies that each 

function block can be regarded as a special 

non-parameterized function, a sub-

network, a parameterized function, or an 

entire deep neural network. Parameterized 

functions implement popular deep neural 

network layers such as convolution layers 

(Conv), fully connected layers, etc., and 

any operation with a learnable parameter. 

Non-parameterized functions include 

activation functions such as rectified linear 

unit (ReLU) and any other operation 

without learnable parameters (Goodfellow 

et al., 2016).    

To perform computations using function 

blocks, the router is called recursively as 

follows. At the depth level, d = 1 it has 

chosen 𝑓13 , 𝑓21  at the depth level, d =
2, and 𝑓34  at the depth level, d = 3. At any 

depth level, the router picks the matching 

function block according to the task. 

Multiple selections of function blocks are 

possible at any depth level if multiple 

outputs are needed. In addition, the 

function block may be a layer or an entire 

sub-network with multiple layers provided 

that it can accept the output of the 

preceding function block. For each lth 

depth level, multiple function blocks from 

the repository can be graded by the router 

based on a score conditioned on the training 

signal for learning multiple tasks 

simultaneously in four ways; input 

composition, function composition, 

parameter composition, and output 

aggregation (Pfeiffer et al., 2023). 
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Figure 1: Multitask learning based on model selection. 

Input composition gives the MTL 

framework to perform operations on inputs 

to learn a new task. Operations might 

include concatenation, merging, pruning, 

re-assembling, etc. This is a work of the 

sampler in collaboration with a router. 

Function decomposition is when the output 

of the previous function block is fed to the 

next function block. Parameter 

composition allows the MTL framework to 

join the parameters of the original function 

block with the new function block. 

Parameters might be element-wise added or 

can be made sparse to improve 

performance. Outputs of active function 

blocks are aggregated by using output 

composition.  

The four ways for learning multiple tasks 

can be implemented in the router through 

hard routing and soft routing. Hard routing 

uses a binary vector at each depth level to 

represent the selected function block. That 

is if the router returns a score 𝛼𝑑𝑖, for each 

𝑖𝑡ℎ  function block at the current depth 

level, 𝑑 . 𝛼𝑑𝑖 = {0,1}𝐿𝑑  denotes the 

contribution of the chosen function block at 

the current depth level, given 𝐿𝑑 as the total 

number of depth levels. For soft routing 

𝛼𝑑𝑖𝜖⌊0,1⌋𝐿𝑑  such that at the depth level 𝑑, 

∑ 𝛼𝑑𝑖 = 1𝑖  represents a continuous 

probability distribution (Ahn & Kim, 2019; 

Pfeiffer et al., 2023). To determine which 

function blocks are active given the training 

signals, scores can be fixed or learned. 

Fixed scores are derived by using pre-

defined function blocks for the task under 

consideration. This is a form of applying a 

fixed router for pilot decontamination 

based on the nature of the inputs. In cases 

with unknown function blocks for the given 

task. Scores can be learned as hard-learned 

routing or soft-learned routing with 

weighted function blocks at the 

corresponding depth level.  

At this point, it’s now obvious how fixed 

routing can be used to adapt the MTL 

framework for power allocation, pilot 

assignment, pilot design, and denoising in 

5G MAMIMO systems with pilot 

contamination. It should be known that all 

function blocks with their parameters must 

be available in the repository. Non-

parameterized function blocks are also part 

of the repository. Moreover, PASS and 

SKIP function blocks can be included to 

simplify the design of the routing algorithm 

in the router. The PASS function block 

feeds the next function block with un-

modified data. The SKIP function block 

avoids all the function blocks at the current 

depth level. In the next section, the study 

illustrates how the MTL framework can be 

adopted for channel estimation in 5G 

MAMIMO systems with pilot 

contamination using the DRL-based 

channel estimator (Lim et al., 2021). 
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METHODS AND MATERIALS 

Channel Estimation with the Proposed 

Multitask Framework 

In (Lim et al., 2021), a deep residual 

learning approach was suggested for 

channel estimation to mitigate the effects of 

pilot contamination. The learning approach 

was made around the noise level estimator 

and the denoiser. This work conducted 

computer simulation experiments on the 

proposed approach under 5G MAMIMO 

system parameters given in Table 1. The 

experiments were implemented by the 5G 

and deep learning toolboxes. In each 

experiment, the user terminal (UT) sent the 

orthogonal frequency modulation (OFDM) 

grid with a known sounding reference 

signal (SRS) thru the 5G tapped delay line 

(TDL) channel. Line of sight (LOS) and 

non-line of sight (NLOS) 5G TDL channels 

were considered. Then, the base station 

acquired the CSI by using the received SRS 

and pre-known SRS. Data consisted of 

random binary sequences mapped to 

symbols using quadrature amplitude 

modulation with sixty-four constellation 

points (64QAM). 

 
Table 1: 5G MAMIMO system parameters 

Parameter Value Parameter Value 

Receive Antennas  128 Shadow fading deviation (LOS)  4dB 

Transmit Antenna 1 Shadow fading deviation (NLOS)  7.82dB 

Modulation 64QAM Fast Fourier transform size 1024 

5G Channel Model TDL A-E Cyclic prefix Normal 

AWGN model Gaussian Resource blocks (RBs) 52 

User terminal velocity 30Km/h Carriers per RB 12 

Carrier frequency 4GHz Slots 10 

Subcarrier Spacing 15KHz Symbols per slot 14 

User terminal antenna height 1.5m SRS period 2 

Base station antenna height 10m SRS period offset 0 

Thereafter, each 64QAM symbol was 

assigned to the OFDM carrier and sent thru 

the 5G TDL channel to get the received 

data. Details on how CSI was estimated 

after SRS reception can be found in 

(MATLAB-Documentation, 2023). 

However, received SRSs and data were 

crucial in computing the output labels for 

training purposes using the approach in 

(Alnajjar & Abdallah, 2016).Initial 

experiments progressed with the DRL-

based channel estimator detailed in (Lim et 

al., 2021) as it is. The experiments were 

then repeated with the same DRL but now 

there was no denoiser (DRL-No denoiser). 

Then, additional experiments were 

conducted with the same DRL again 

without the denoiser. For these additional 

experiments, the LSCs were not considered 

and the dimensions of the filters in the 

convolutional layers were increased (DRL-

No denoiser and LCSs with new filters). 

Figure 2 provides the normalized mean 

square error (NMSE) results for these three 

experiments.  

Unexpectedly, for SNR values above 15, 

the original learning approach did not give 

good NMSE. Repeating the experiments 

with the denoiser removed has an 

advantage in comparison. However, for 

SNR values below 15, NMSE performance 

was still poor. Increasing the size of filters 

and remaining with inputs that had no 

LSCs. Additional experiments led to 

remarkable NMSE performance for SNR 

values above 12.5. Judging from the NMSE 

results in Figure 2. The experiments 

revealed that the SNR, contents of the 

inputs, and the denoiser play a key role 

when it comes to the final NMSE 

performance. Contradicting NMSE 

performance given by these three 
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experiments led to the development of the 

more optimal DRL channel estimator based 

on the MTL framework (DRL-MTL). 

 

 

 
Figure 2: Performance of channel estimation. 

 

The procedure for applying the MTL 

framework to arrive at the DRL-MTL-

based channel estimator was as follows. 

Step 1, identification of the tasks. Step 2, 

the definition of the function blocks. Step 

3, specification of how the function blocks 

are selected. Step 4, designation how the 

outputs are aggregated. The last step is the 

invention of the training method. For this 

study, Table 2 provides the tasks and 

function blocks at each depth level. 

 

 
Table 2: Tasks and function blocks at each depth level 

{Dimension, 

SNR} 

Task 

 

d=1 

 

d=2 

 

d=3 

 

d=4 

 

d=5 

 

d=6 

 

{3,<=10} T1 Conv{3,

3x3} 

ReLU 

Conv{3,

3x3} 

ReLU 

Conv{3,

3x3} 

ReLU 

Conv{3,

3x3} 

ReLU 

Conv{2,3x

3} 

ReLU 

Denoising 

subnetwork 

Conv{2,3x

3} 

ReLU 

{2,>10} T2 Conv{64

,9x9} 

ReLU 

Conv{64

,9x9} 

ReLU 

Conv{64

,9x9} 

ReLU 

Conv{64

,9x9} 

ReLU 

Conv{32,5

x5} 

ReLU 

Pass 

 

Parameters {𝑛𝑓 , 𝑓𝑥 × 𝑓𝑦} in the Conv layer 

are as follows. 𝑛𝑓  states the number of 

filters, 𝑓𝑥  and 𝑓𝑦  represent the width and 

height of the filter in the x and y dimension 

respectively. The denoising subnetwork is 

explained in (Lim et al., 2021). Task 1 was 

established if the received sounding 

reference signal has the SNR below or 

equal to 10. In addition, the LSCs and the 

channel gains must be available at the base 

station. Task 2 was designated by the 

received sounding reference signal with 

SNR above 10 when only the channel gains 

are present at the base station. 

As per Table 2, the information about data 

dimensions was used to detect whether the 
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inputs have LSCs or not. Fixed hard routing 

was adopted for function block selection at 

each depth level. The router implemented a 

routing scheme with scores represented in 

Table 3. Depth level 6 stood for the output. 

Therefore, the aggregation of outputs was a 

selective one based on the score at this 

depth level. 

 
Table 3: Routing scheme 

 Task 1 Task 2 

Depth level, 𝑑 Score, 𝛼𝑑𝑖 Score, 𝛼𝑑𝑖 

1 [1 0] [0 1] 

2 [1 0] [0 1] 

3 [1 0] [0 1] 

4 [1 0] [0 1] 

5 [1 1 0] [0 0 1] 

6 [1 0] [0 1] 

 

The training phase had two parts. Forward 

and backward pass. Algorithm 1 offers the 

forward pass procedure in detail. The 

sampler fetches the training sample from 

the database, 𝐷𝑠 , and gives the 

〈�̃�𝑗𝑘
𝐿𝑆

 
, 𝐻𝑗𝑘 , 𝐻 

𝑟 , 𝑡〉  as the outputs. �̃�𝑗𝑘
𝐿𝑆  and 

𝐻𝑗𝑘  are as stated in Equation (1). 𝐻 
𝑟  was 

the signal that can be easily applied by the 

router to select the function block at each 

depth level. 𝑡  was the task identifier. 

Given, the signal 𝐻 
𝑟, task identifier 𝑡, and 

the depth level 𝑑 . The router iterated 𝐿𝑑 

times picking the function block that 

produced the output. Intermediate outputs 

were not utilized for routing in this study. 

The backward pass is given by algorithm 2. 

It evaluated the loss function based on the 

task identifier. Then, it found the gradients 

for chosen function parameters in the 

routing path. Finally, it updated the chosen 

parameters. The complete training 

procedure is outlined by algorithm 3. 

 

 
Algorithm 1: Forward pass 

Input: 𝐷𝑠, 𝑠 ; 𝑠  is the current sample       

                      𝐷𝑠 is the database with all the samples 

Output: 𝑝, �̂�𝑗𝑘 , 𝑣; 𝑝 is the structure that holds parameters for all function blocks 

                      �̂�𝑗𝑘 stands for the predicted channel for the kth user at the jth base station 

                     𝑣 Initially empty, traces the function block used at each depth level 

1:  〈�̃�𝑗𝑘
𝐿𝑆

 
, 𝐻𝑗𝑘 , 𝐻 

𝑟, 𝑡〉 ← 𝑠𝑎𝑚𝑝𝑙𝑒𝑟(𝐷𝑠, 𝑠); Load data sample from the database 

2:  𝑣 ← { }  

3:   for 𝑙 = 1 in 𝐿𝑑  do 

4:   𝑖 ← 𝑟𝑜𝑢𝑡𝑒𝑟(𝐻 
𝑟, 𝑡); Determine the function block 

5:   if 𝑑 = 1 

6:    �̂�𝑗𝑘 ← 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑖(�̃�𝑗𝑘
𝐿𝑆); Compute using the selected function block 

7:    else 

8:    �̂�𝑗𝑘 ← 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑖(�̂�𝑗𝑘); Compute using the selected function block 

9:    end if 

10:   𝑣 = 𝑣⋃𝑖; Capture the function block(s) used at each depth level 

11:  end for 

Algorithm 2: Backward pass 

Input: 𝜃𝑠𝑒𝑙𝑒𝑐𝑡 , 𝐻𝑗𝑘, �̂�𝑗𝑘; 𝐻𝑗𝑘 denotes the channel gains without pilot contamination 

                                       𝜃𝑠𝑒𝑙𝑒𝑐𝑡 is the structure that contains the parameters for all     

                                       selected function blocks in the routing path                                 

 

Output: 𝜃𝑢𝑝𝑑𝑎𝑡𝑒;   The structure that holds updated parameters for all selected   

                                function blocks 

1:  𝐽 ← 𝑙𝑜𝑠𝑠𝑡(𝐻𝑗𝑘, �̂�𝑗𝑘, ); Compute the loss 

2:  ∆𝐽 ← 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡(𝐽, 𝜃𝑠𝑒𝑙𝑒𝑐𝑡); Compute the gradients 

3:  𝜃𝑢𝑝𝑑𝑎𝑡𝑒 ← 𝑢𝑝𝑑𝑎𝑡𝑒(∆𝐽, 𝜃𝑠𝑒𝑙𝑒𝑐𝑡); Update the selected parameters 
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Algorithm 3: Training procedure 

𝜃 ← 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠(); Initialize all function parameters in the  

                                                                    repository 

for 𝒔 = 1 to 𝑆 do; 𝑆 is the total number of samples in the database 

1:  𝑃𝑒𝑟𝑓𝑜𝑟𝑚 𝑓𝑜𝑟𝑤𝑎𝑟𝑑 𝑝𝑎𝑠𝑠 𝑢𝑠𝑖𝑛𝑔 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 1 

2:   𝜃𝑠𝑒𝑙𝑒𝑐𝑡 = getParameters(𝑣, 𝜃) ; Choose parameters used during forward computation 

3:  𝑃𝑒𝑟𝑓𝑜𝑟𝑚 𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑 𝑝𝑎𝑠𝑠 𝑢𝑠𝑖𝑛𝑔 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 2 

4:   𝜃 = set Parameters(𝑣, 𝜃, 𝜃𝑢𝑝𝑑𝑎𝑡𝑒) ; Update the repository with new updated parameters 

end for 

PERFORMANCE EVALUATION 

The DRL-MTL-based channel estimator 

was trained by using LSC and channel 

gains for Task 1. Task 2 involved channel 

gains only. 5G MAMIMO system 

parameters outlined in Table 1 were called 

upon for synthesizing the training data via 

computer simulations. Training of the 

DRL-MTL followed Algorithm 3. The 

testing phase consisted of the forward pass 

given by Algorithm 1. The output label, 𝐻𝑗𝑘 

was computed by using the channel 

estimator proposed in (Alnajjar & 

Abdallah, 2016). The mean square error 

(MSE) expressed by Equation (3) 

determined the loss function during 

training. �̂�𝑗𝑘
  represents the estimated 

channel gains. 

ℒ(𝜔, 𝑏) =
1

|𝑆|
∑ ∑ ∑ ||𝐻𝑗𝑘

 −
𝑁𝑠𝑦

𝑞=1
𝑁𝑠𝑐
𝑟=1

𝑆
𝑠=1

�̂�𝑗𝑘
 ||2

2                                                   (3)                             

Where 𝑆  represents the total number of 

samples in the database grouped by the 

same SNR. 𝑁𝑠𝑐 and 𝑁𝑠𝑦 denote the number 

of subcarriers and symbols. It should be 

known that 𝐻𝑗𝑘
  and �̂�𝑗𝑘

  dimensions are 

𝑁𝑠𝑐 × 𝑁𝑠𝑦 × 𝑁𝑟 × 𝑁𝑡 × 3 for Task 1 rising 

from real, imaginary, and LSCs. 𝑁𝑠𝑐 ×
𝑁𝑠𝑦 × 𝑁𝑟 × 𝑁𝑡 × 2  for Task 2 when LSCs 

are not considered. 𝑁𝑟 and 𝑁𝑡 stand for the 

number of receiving and transmitting 

antennas respectively. Figure 3 plots the 

NMSE performance versus SNR for the 

DRL-MTL and other three experiments as 

stated in Section 3 (see Figure 2). 

 

Figure 3: Performance of channel estimation with multitask learning. 
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The NMSE was expressed as in Equation 

(4). 𝑁𝑆𝑎𝑚𝑝𝑙𝑒  indicates the number of 

observations per SNR. 

𝑁𝑀𝑆𝐸 =
1

𝑁𝑟
∑

||𝐻𝑗𝑘
 −�̂�𝑗𝑘

 ||F
 

||𝐻𝑗𝑘
 ||𝐹

 

𝑁𝑠𝑎𝑚𝑝𝑙𝑒

s=1            (4) 

As shown in Figure 3, the DRL-MTL has 

low NMSE at all SNR values due to the 

following two reasons. First, function 

blocks that have more ability to learn the 

mapping from �̃�𝑗𝑘
𝐿𝑆

 
to 𝐻𝑗𝑘

  are activated 

accordingly at each depth level. Second, 

each path that consists of a series of 

composed function blocks is exposed to the 

knowledge it can attain and reproduce only. 

These factors that render the DRL-MTL 

powerful are all achieved by the simple 

hard-fixed routing strategy. The DRL-MTL 

performance can be enhanced further 

during training by applying masks on the 

filters. Masks would produce the DRL-

MTL model with fewer parameters and 

small in size, because, Task 1 and Task 2 

are sharing the parameters (Mallya & 

Lazebnik, 2018). Learned routing is also 

possible for improvements if information 

about SNRs is not available (Rosenbaum et 

al., 2017). 

 

CONCLUSION AND 

RECOMMENDATION 

This paper has proposed the MTL 

framework for pilot decontamination in 5G 

MAMIMO systems. The MTL framework 

can be used to selectively activate and train 

the function blocks suitable for the pilot 

assignment, power allocation, pilot design, 

and denoising to lower the effects of pilot 

contamination. As demonstrated by the 

NMSE results, the channel estimator 

produced by the MTL framework 

performed better under all SNR ranges. In 

the future, more investigation is required on 

learned routing to support more tasks, 

sharing parameters to decrease the size of 

the final MTL-based model, and ways for 

aggregating the outputs found in existing 

deep learning-based pilot decontamination 

schemes. 
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