Digitisation of Classical Exercise Practices with STACK: Management of Large Mathematics Classes in Higher Education Institutions
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Abstract
Management of large classes’ tutorials is a known problem in Mathematics. Engineering mathematics classes enrol around 1000 students at the University of Dar es Salaam. For effective learning, each tutorial session should register not more than 40 students. This requires at least 25 sessions of tutorials per week, which may not be feasible due to both scarce human resources and venues. In this work, we developed online Mathematics exercises based on the System for Teaching and Assessment using Computer Algebra Kernel (STACK). About 300 STACK questions in linear algebra, calculus, complex numbers, and numerical analysis were constructed for weekly tutorials and quizzes. Students were given an unlimited number of attempts in tutorials and only one attempt for quizzes. The quality of the questions was analysed by examining their facility indices and discriminative efficiencies. Majority of the questions (87%) were within acceptable region. The questions, therefore, provided reasonable insight as appropriate alternative to classical practice. Competent authoring of STACK questions can improve the quality of teaching and learning of Mathematics and save scarce human and material resources required to serve large classes. This can also address the issue of running online programmes in Mathematics and computational subjects to support distance learning.
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Introduction
Tutorials are a vital part of the teaching and learning process at higher learning institutions where students practice for mastering the subject content. Each course in Mathematics at the University of Dar es Salaam is allocated at least one mandatory session for tutorial per week (UDSM 2021). When the class is large, however, the number of sessions increases proportionally. The number of students in each session must be reasonable for effective discussion and learning. Students’ achievements in Mathematics are related to what they weekly practice in small groups alongside the lectures (van Veggel and Amory 2014). E-learning
platforms like Moodle are well known for their capability in handling objective type questions, like Multiple Choice Questions (MCQ), Matching Items Questions (MIQ), True False Questions (TFQ), Short Answers Questions (SAQ) and the most high level type Pattern Match Questions (PMQ), where the pattern of words and its alternatives are defined as answers for matching with the students’ inputs. All these question types are not suitable for mathematics questions which require testing students’ answers using mathematics rules (commutative, associative, and distributive properties). There exist a number of mathematics engines which can be embedded into e-learning platforms like Moodle, for example, System for Teaching and Assessments using Computer Algebra Kernel (STACK) (Sangwin 2013), WeBWorK, and MyOpenMath (Gage 2017). Developing quality mathematics STACK questions require strong command of computer programming with Maxima; a system for the manipulation of symbolic and numerical expressions, including differentiation, integration, Taylor series, Laplace transforms, ordinary differential equations, systems of linear equations, polynomials, sets, lists, vectors, matrices and tensors (Maxima 2023). This is what makes some instructors develop questions with no or less programming efforts, which can be easily graded; very similar to SAQ or traditional MCQ (Gage 2017). This practice may degrade the competence of the students and the society as it deviates from the best teaching and learning practices.

Determining whether a question is appropriate to reflect the objective of the course is an important aspect of any assessment procedure. Johari et al. (2011) studied the achievement of a University programme by examining the difficulty of the tests’ questions from the Departments of Mechanical and Material Engineering. However, the authors did not examine whether the questions can distinguish students of different learning abilities. Creating meaningful assessment tools is not obvious; Khairani and Shamsuddin (2016) reported that a number of teachers failed to create appropriate questions. It was not possible to establish a correlation between the difficulty of the questions and ability to distinguish learners of different abilities (Khairani and Shamsuddin 2016). The use of psychometric analysis; facility index and discrimination index embedded within Moodle has been studied and used to analyse the Moodle objective type questions’ qualities (Gamage et al. 2019). Based on the quality measures, the authors made decision on whether to keep current questions or improve them (Gamage et al. 2019). To the best of our knowledge, the Psychometric analysis for the STACK questions was however yet to be reported.

The use of STACK questions in teaching and learning Mathematics around the world has received increased attention over the past decade. It has been reported that a number of authors have successfully employed STACK in their teaching practice of Mathematics; for example, Calculus and Linear Algebra courses (Ellis et al. 2015, Pauna 2017, Kinnear 2020, Davies et al. 2022). The only reported setback in using STACK is the difficulty of authoring quality questions (Gage 2017), as they require good command in both Maxima programming and mathematics properties, especially when randomisation of question parameters is chosen. However, this difficulty is tolerable as a successful setup of course questions will save much time and resources in the future. It is considered as one-time capital investment.

In this work, we developed quality mathematics STACK questions for two Engineering Mathematics undergraduate courses offered by the Department of Mathematics of the University of Dar es Salaam. The questions setting focuses on having a similar effect on classical paper-and-pencil questions. The quality of the questions was analysed based on the difficulty of each question as well as its ability to distinguish students of different learning abilities. Appropriate measures of difficulty level and ability to distinguish students of different learning abilities were analysed and discussed.
Conceptual Framework

Behind the STACK, there is Maxima; a Computer Algebra System (CAS) (Sangwin 2013). In STACK question, a teacher can test students’ answers using any mathematics property based on the requirement of the question (Lowe et al. 2019). The power of STACK is associated with its Potential Response Tree (PRT), which allows feedback provision on specific or anticipated students’ mistakes, but also provides a graphical branching programming mechanism, for example in grading of multi-method questions, as shown in Figure 1 of Cauchy Euler differential equation’s question, whose preview is shown in Figure 3. Node 1 in Figure 3 is not used to grade anything but to test the choice of method which is controlled by the Boolean variable (as seen in Code 1) associated with the two methods (Variation of parameters (VP) and method of undetermined coefficients (UC)).

Single PRT is also used to grade multipart questions, where parts of the questions are related; automatic grading can be stopped at any node where necessary. Figure 2 shows the grading of multipart questions at nodes 1 and 2, while nodes 3 and 4 are used to give feedback for anticipated mistakes. This makes the practice to be more relevant as assessment for learning; as defined in Black et al. (2003).

STACK has its own way of managing objective type questions; MCQ, TFQ and MIQ. The advantage of using these types of questions over the default Moodle’s questions is that they provide the benefits of CAS integration. Just to mention examples of the advantage, one can have a MCQ, TFQ or MIQ with curve plots as choices or having question variables’ values defined as random variables. The STACK objective questions are very useful to grade for example intermediate steps of a comprehensive solution or testing students reasoning along the way of the question solution. The objective type Moodle questions must be used as standalone questions.

**Figure 1**: Section of PRT used for grading between Variation of Parameters or Undetermined Coefficients methods, determined by Boolean flag at node 1.

**Code 1**: The Boolean flag uc to detect student’s choice of solution method (UC or VP) imposed at node 1 of Figure 1

```
uc: if is(ans5 = 1) then true else false;
```

**Figure 2**: Grading of multipart related questions at nodes 1 and 2 alongside feedback provisions at nodes 3 and 4.
Methodology

In this work, we investigated management of online tutorials of undergraduate engineering Mathematics courses. Two courses from the University of Dar es Salaam: One Variable Calculus and Differential Equations for Non-Majors (MT171); and Matrices and Basic Calculus for Non-Majors (MT161) were used. The contents of the courses cover the topics in calculus, linear algebra, complex numbers, and numerical analysis. Each course enrolled around 1000 students. The courses were run in two different semesters; MT171 ran for semester 2 of 2021/2022 academic year, while MT161 ran for semester 1 of the 2022/2023 academic year.

The practice had two activities per week: a tutorial where students had an unlimited number of attempts, for mastering subject matter, and only one attempt quiz as assessment of learning, which plays a central role in the teaching and learning process. To set ourselves free from the accusation of authoring easily gradable questions, we have adapted and digitised the questions of classical tutorials of the same course from previous years. The practice involved solving the problems with variables and randomise the variables for different question variants, as smartly supported by STACK (Sangwin 2013). Because tutorials were unlimitedly attempted, it would make no sense to analyse the quality of the questions based on students’ performance. That is why this study analysed the quality of STACK questions from the quizzes only.

The analyses of the questions were based on the psychometric analysis of the test questions; namely the difficulty index and discrimination index. The difficulty level ($P$) of a question (or easiness or facility index or $P$-value) is defined as the percentage of students who answered the question correctly (Rezigalla 2022):

$$P = \frac{R}{T} \times 100$$

(1)

where, $R$ is the number of students who answered the question correctly, and $T$ is the number of students who attempted the question (Mahjabeen et al. 2017). One interpretation of the facility index values, as documented in Mahjabeen et al. (2017) and Rezigalla (2022), is shown in Table 1.
Table 1: Facility indices regions

<table>
<thead>
<tr>
<th>Facility Index</th>
<th>High (Difficult)</th>
<th>Medium (Moderate)</th>
<th>Low (Easy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P &lt; 30%$</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$30% &lt; P &lt; 80%$</td>
<td>0</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>$P &gt; 80%$</td>
<td>2</td>
<td>42</td>
<td>0</td>
</tr>
</tbody>
</table>

The discrimination index ($D$) is the ability of a question to discriminate between students of different learning abilities. It is defined as a measure that tells the degree to which a question distinguishes the students who performed well from those who performed poorly (Rezigalla 2022);

$$D = \frac{R_U - R_L}{\frac{1}{2}T}$$  \hspace{1cm} (2)

where, $R_U$ is the number of students in the upper group who answered the question correctly, and $R_L$ is the number of students in the lower group who answered the question correctly (Mahjabeen et al. 2017). The discrimination index of a question is calculated by categorising the students into upper 27% group and lower 27% group according to their total test score (Mahjabeen et al. 2017, Rezigalla 2022). The discrimination index value lies between $-1.0$ and $+1.0$, i.e. $-1.0 \leq D \leq +1.0$. The positive value indicates that high performers answer the question correctly more than those the lower ones, which is acceptable. The negative value tells that lower performers students answer the question more correctly than the upper performers, this is not desired information. The zero value tells equal numbers of students in the upper and lower groups who answered the question correctly (Rezigalla 2022). Negative discrimination could possibly be due to question flaws or question ambiguity. A question with poor discriminating index will never provide an appropriate interpretation of the student’s actual ability (Sugianto 2020). The Discriminative Efficiency, $(d)$, is another term which suggests how good is the discrimination index relative to the difficulty of the question (Hofmann 1975). The values of $d$ ranges between 0 and 1, i.e., $0 \leq d \leq 1$, therefore, shall provide additional information for question analyses using the same scale as in the facility index.

In this work, the facility indices together with discriminative efficiencies were analysed as reported having positive relation for a meaningful question (Fozzard et al. 2018, Ramzan et al. 2020). Both values of facility indices and discriminative efficiencies of each question were extracted from Moodle quiz reports’ statistics.

Results and Discussion

In this work, about 300 STACK questions were developed to cover the contents of the two courses (MT161 and MT171). The quality of the questions was analysed based on their facility indices and discriminative efficiencies, as also used by Gamage et al. (2019).

Tables 2 and 3 show the total number of questions in each category and their intersection regions, respectively, as suggested in Gamage et al. (2019) and Fozzard et al. (2018) too. It can be observed that 96% and 80% of the questions from MT171 and MT161, respectively, were within acceptable region and therefore require no attention. But, 4% and 20% of the questions (marked with asterisks) from MT171 and MT161, respectively, require revisions; to make them suitable to achieve and test intended learning.

Table 2: Number of questions in each region defined by the facility index and discriminative efficiency regions for MT161

<table>
<thead>
<tr>
<th>Discriminative Efficiency, $d$</th>
<th>Facility Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d \leq 30%$</td>
<td>0* 1* 3*</td>
</tr>
<tr>
<td>$30% \leq d \leq 50%$</td>
<td>0 14* 8</td>
</tr>
<tr>
<td>$d \geq 50%$</td>
<td>2 42 16</td>
</tr>
</tbody>
</table>

Table 3: Number of questions in each region defined by the facility index and discriminative efficiency regions for MT171

<table>
<thead>
<tr>
<th>Discriminative Efficiency, $d$</th>
<th>Facility Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d \leq 30%$</td>
<td>1* 2* 0*</td>
</tr>
<tr>
<td>$30% \leq d \leq 50%$</td>
<td>7 0* 0</td>
</tr>
<tr>
<td>$d \geq 50%$</td>
<td>14 46 0</td>
</tr>
</tbody>
</table>
Table 4 shows the total number of questions for both courses in each category and their intersection regions. It can be observed from Table 4 that a total of 135 out of 156 (approximately 87%) questions are of good quality, while the remaining questions require revision (marked with asterisks).

Table 4: Number of questions in each region defined by the facility index and discriminative efficiency regions for both MT161 and MT171

<table>
<thead>
<tr>
<th>Discriminative Efficiency, $d$</th>
<th>Facility Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d \leq 30%$</td>
<td>1* 3* 3*</td>
</tr>
<tr>
<td>$30% \leq d \leq 50%$</td>
<td>7 14* 8</td>
</tr>
<tr>
<td>$d \geq 50%$</td>
<td>16 88 16</td>
</tr>
</tbody>
</table>

The proportions of the number of questions in each quality measure category are visualized by the plots in Figures 4 and 5 for MT161 and MT171, respectively. It can be seen that MT171 has more difficult questions (bars with square mesh in Figures 5) than MT161 (bars with square mesh in Figure 4). However, those questions have good discriminative efficiencies, hence the difficulty is not a problem and justified.

Figure 4: Number of developed questions with respect to each category for MT161.

Figure 5: Number of developed questions with respect to each category for MT171.

Figure 6 shows the quality measures in one plot. It can be seen, from the first three bars in Figure 6, that very few number of questions with $d \leq 30\%$ were developed. The medium difficulty questions with discriminative efficiency $30\% \leq d \leq 50\%$ in Figure 6 do not appropriately reflect learning, and therefore not a desired property, as discussed in Gamage et al. (2019).

Figures 7 and 8 show the facility index and discriminative efficiency plots for the quizzes’ questions of MT171 of academic years 2021/2022 and MT161 of the academic year 2022/2023, respectively. Figure 7 depicts very good number of questions with acceptable facility indices and discriminative efficiencies. The acceptable minimum value of each measure is shown by a dashed line border. The horizontal continuous line border shows the lower boundary of the acceptable discriminative efficiency and the vertical continuous border shows the upper boundary of moderate acceptable values of facility index. On the other side, Figure 8 shows the improved quality of the questions in terms of both facility index and discriminative efficiency.
Figure 6: Number of developed questions with respect to each category for both courses.

Figure 7: Facility index and discriminative efficiency for MT171.

Figure 8: Facility index and discriminative efficiency for MT161.

Figure 9: Facility index against discriminative efficiency for the two courses.

Analysis of questions helps in determining the competence of instructors in creating quality questions, as demonstrated in Khairani and Shamsuddin (2016). The correlation between the difficulty index and discriminative efficiency could not be established, as evident from Figures 7–9. This finding is also supported by Khairani and Shamsuddin (2016). This can be explained by the fact that these measures depend solely on instructor’s competence on setting-up the questions.

The appropriateness of each question can be decided based on the region of its facility index and discriminative efficiency. Thirteen percent (13%) of the questions developed in this work should be revised, this amount is
reasonable and was expected, similar report is found in Khairani and Shamsuddin (2016).

Development of high quality STACK questions (as opposed to easily gradable questions) required significant amount of time and effort resources (Gage 2017). In this study, this would not be realistic if we were not timely and resourcefully prepared. This high development cost is tolerable and justified by the fact that the questions resources will be used for coming years and also create a base for other courses’ development.

Conclusion
About 300 STACK questions have been developed to manage online tutorials and quizzes for the two courses. The quality of the questions was analysed using the difficulty index and discriminative efficiency. The results suggest revision on only 13% of the questions. This suggests that 87% of the developed questions were of good quality in terms of difficulty level as well as ability to distinguish students of different learning abilities as seen in Figures 6 and 9. These questions are worth keeping and can serve as a benchmark for future questions developments.

Development of high quality STACK questions shall give us a mandate of replacing classical tutorial sessions with online sessions, which require less human and material resources. Large classes’ tutorials management shall, therefore, be effective and less expensive to run. This shall also open the doors to curriculum developers at higher educational institutions to work on the possibility of establishing online programmes in mathematics, science and engineering, where the barrier of conducting online assessments is currently relaxed.
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