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Abstract

In this paper, Hidden Markov Model is applied to model human movements as to facilitate an automatic detection of the same. A number of activities were simulated with the help of two persons. The four movements considered are walking, sitting down-getting up, fall while walking and fall while standing. The data is acquired using a biaxial accelerometer attached to the person’s body. Data of the four body gestures were then trained to construct several Hidden Markov models for the two people. The problem is to get a good representation of the data in terms of the number of states of the HMM. Standard general methods used for training pose some drawbacks i.e. the computational burden and initialisation process for the model estimate. For this reason, a sequential pruning strategy is implemented to address the problems mentioned.
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1. INTRODUCTION

Hidden Markov model (HMM) has been very popular for modelling sequence of data. HMMs were successfully implemented in automatic speech recognition (R. Rabiner, 1989), handwriting recognition (Hu, et al., 1996), gesture recognition (Al-Ani, et al., 2007) (Ślusarczyk & Augustyniak, 2010), bioinformatics (Churbanov & Winters-Hilt, 2008), DNA and protein analysis (Burge & Karlin, 1997) (Peshkin & Gelfand, 1999) and amongst others. In this work, Hidden Markov model is exploited for gesture recognition. Among the rudimentary human movements like walking and sitting, fall also forms part of our life. However, fall within the elderly is very problematic. Many of our elders suffer a lot of pain if ever they collapse to the ground. Fall can lead to disastrous health condition or even death amongst elderly people. Studies have found that fall is ranked as the sixth leading cause of death among people over 65 years of age. And more than 90% of hip fractures occur as a result of fall after the age of 70 (Colorado State University, 2012) and (M. Tinetti, et al., 1994). Also, 47% of the old persons who have fallen do not suffer from injuries but unfortunately cannot get up without assistance (Learn Not To Fall, 2012). Furthermore, a lot of the people who had a fall develop a fear of falling for a second time. This results in a limitation of their daily activities and this leads to lesser mobility and loss of physical fitness (Centers for Disease Control and Prevention, 2012). Like anyone of us, many of our elders prefer to stay at home instead in a care centre. And many of them stay alone at home. Incidents like a fall can happen any time. Within minutes after the incident proper care must be given to them. In this context, there need to be a system that automatically initiates for emergency unit. To resolve this problem; there need to have continuous monitoring between a healthcare provider and the patient who lives in his house. If ever a fall occurs the automatic system would initiate help. For automatic fall recognition, artificial intelligence approaches such as HMM (Ślusarczyk & Augustyniak, 2010) and (Al-Ani, et al., 2007) or Artificial Neural Networks (Zheng & Koenig, n.d.) can be used. The work from paper of (Al-Ani, et al., 2007) is being re-evaluated here to improve the results the authors arrived at. This is an HMM based approach for recognizing human activities (walking, sitting down-getting up, fall while
walking and fall from an upright position). For each activity, we have to construct an HMM. For this, the observed data needs to be trained so that it can be represented by a model with an optimum number of states. A sequential pruning strategy (Bicego, et al., 2002) is moreover applied to get a better estimate for each model after training the HMMs. The data were captured using a biaxial accelerometer ADXL202E (Analog Devices, n.d.). The accelerometer is mounted on a microcontroller (Microchip, n.d.). Both devices are fastened to the waist of a person and the apparatus is allowed to capture data in real time. (Figure 1) The device picks up horizontal and vertical accelerations of the subject while he is moving.

![Figure 1 - Experimental setup for data capture](image)

The paper is organized as follows: Section II presents a concise description of HMMs, section III introduces the sequential pruning strategy for HMM training and the model selection criterion. The results are shown in section IV and section V concludes the paper along with some future works.

### 2. HIDDEN MARKOV MODEL

A Hidden Markov Model (R.Rabiner, 1989) is a stochastic finite state machine where we can only observe a sequence of output, \( O = o_1, o_2, \ldots o_T \). These observations are generated by an underlying random state sequence, \( Q = q_1, q_2, \ldots q_T \) and is assumed to be a first-order Markov process since the next state depends on the previous state only. Another important assumption while using HMM is that the probabilities (whether transition, emission or initial state probabilities) do not alter in time i.e. they are time independent. When dealing
with HMM, two main structures are commonly employed i.e. the ergodic model and left-right model. The ergodic model is one in which all the states are fully connected wherein any state can reach any other state with only one transition. For a first order Markov process with \( N \) states, there are \( N^2 \) transitions in an ergodic structure. The example in Figure 2 shows the structure of an ergodic model. As for the left-right model, there is no possibility of transitioning from a current state to a previous one. Figure 3 shows the structure of a left-right model of an HMM. Thus, the HMM can be represented by a graph of \( N \) states that can emit either discrete information or a continuous data derived from a Probability Density Function (PDF)

![Figure 2: Structure of an ergodic HMM](image2.png)

![Figure 3: Structure of a left-right HMM](image3.png)
A discrete HMM, $\lambda$, is characterized by the following:

- A set of hidden states

$$S = \{s_1, s_2, \ldots s_k\} \text{ with } \overrightarrow{q} \in S^k.$$

- A vector of the initial state probability,

$$\pi = P(s_i) = P(q_1 = s_i); \ 1 \leq i \leq k \quad (1)$$

where $s_i \in S; \sum_{s_i \in S} \pi = 1$.

- The state transition matrix $A$ (dimension $k \times k$) is the probability of going from state $s_i$ to state $s_j$.

$$A_{ij} = P(s_j | s_i) = P(q_{t+1} = s_j | q_t = s_i); \ 1 \leq i, j \leq k \quad (2)$$

where $s_i, s_j \in S; \sum_{s_j \in S} A_{ij} = 1$.

$A_{ij}$ is named a stochastic matrix and we shall consider only stationary matrix i.e. the transition matrix does not depend on time $t$.

- A set of observation symbol

$$X = \{x_1, x_2, \ldots x_m\}.$$ 

- An emission probability matrix, $B$ (dimension $k \times m$) is the probability of an output symbol $x_j$ from state $s_i$ i.e.
\[ B = b(x_j|s_i) = P(o_t = x_j|q_t = s_i) \quad 1 \leq i \leq k; \quad 1 \leq j \leq m \] (3)

where \( \sum_{j=1}^{m} b(x_j|s_i) = 1 \).

The Hidden Markov Model can be summarised by a system comprising of two set of states, the hidden states and observable states and three sets of probabilities. Also the observable sequence is related to an underlying Markov process by the use of probability theory. Thus a discrete HMM is specified by the tuple \( \lambda = (A, B, \pi) \). For a continuous HMM, the only parameter \( B \) is taken to follow a normal distribution \( X \sim N(\mu, \sigma^2) \) whereby parameters \( \mu \) and \( \sigma^2 \) are the mean and variance (used as a covariance matrix, \( \Sigma \)) of the continuous random observed data respectively. All other parameters for a continuous HMM are same as that of the discrete HMM.

2.1 An HMM is solved by working out these three problems:

i. The evaluation step: Given the observation sequence \( O \), and a model \( \lambda \), how do we efficiently compute the probability of the observation sequence given the model. (i.e. likelihood) This is solved using the Forward Algorithm. (Baum, 1972)

ii. The decoding step: Finding the most probable or optimum state sequence that generated the observed data \( \arg\max_q P(S|O, \lambda) \). This is solved using the Viterbi algorithm (Forney, 1973).

iii. Training step: Given the observation sequence \( O \), we want to find the HMM parameters \( \hat{\lambda} \) which maximise \( P(O|\lambda) \) i.e. \( \hat{\lambda} = \arg\max_{\lambda} P(O|\lambda) \). For HMM training, the Baum-Welch algorithm or the Forward-Backward algorithm is used. (Baum, et al., 1970)

For the evaluation problem, suppose we have a set of HMMs describing distinctive systems (models) and we have an observation sequence. We would
like to know which model from the sets of HMMs, have the observed sequence been most probably be generated. That is how likely the data is originated from a particular model. The Forward algorithm recursively computes the probability of a model given an observation sequence.

The problem when dealing with HMM is to learn the parameters of the model which depends on unobserved latent variables. Hence, these parameters of interest need to be inferred in a way that it corresponds as close to reality. The Expectation-maximisation (EM) algorithm (Dempster, et al., 1977) is a well-known statistical algorithm that solves for this inference problem through an iterative process. This algorithm works by executing the expectation step (E step) to find a probability distribution over the possible models using the current parameters. And in the maximisation step (M step), new parameters are resolved using current probabilities. These new estimated parameters from the M step are then used to determine the probability distribution of the hidden variables in the following E step. After several iterations, the EM algorithm converges to a local maximum.

An equivalent of the EM algorithm is the Baum-Welch algorithm (Baum, et al., 1970) and it is one of the most commonly used re-estimation process for HMM training. However, other training algorithm such as the Segmental K-means algorithm (Juang & L.R., 1990) (Dugad & Desai, 1996) for estimating parameters in HMM is also very common. (Boyle & Hanlon, 1995)

2.1.1 Structure of HMM used:
Depending on the kind of movement and probable number of state of each activity can take; different HMM structures may be applied. To illustrate this, the walking movement can be represented using two states for instance by means of an ergodic structure. One state denoting the left foot whilst the other one the right foot i.e. the states will transition back and forth as the person walks. However, for falling gestures the probability of transitioning to a previous state is less apparent. This kind of movement can have both an HMM with a left-right structure or an ergodic model. All computation was taken to have an HMM with an ergodic structure.
2.2 Making the machine learn movements through training

The goal is to find the most likely HMM (number of states, likelihood and parameters) for a particular observation sequence. The decoding step, described before has been skipped in this work as we are concentrating in achieving the optimal number of states.

The human movements

One set of data consist of numerous (x, y) coordinates. This is measured by using the biaxial accelerometer, which is attached to the waist of the person. The four distinct type of human body movements considered in the project are:

1. Getting up when the person was already sitting and vice versa (sit-up) as in Figure 4.

![Figure 4 - Person doing action to sit down](image)

2. A static fall while the person is standing and the latter collapses on the ground (Figure 5).
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Figure 5 - Old person standing using a stick and falling either from the front or backwards

3. A dynamic fall while the person is walking, he/she falls down vigorously (Figure 6).

Figure 6 - Picture depicts the movement of a falling person while walking

4. An individual is walking normally (Figure 7)

Figure 7: Person walking to the right

Two persons carried out the experiment (Al-Ani, et al., 2007). For each distinctive body gesticulation, the data is captured five times for both persons. These raw data collected by the accelerometer, were then further processed to extract relevant information contained therein. Two feature extraction technique,
namely Laplacian smoothing and wavelets were employed directly on the raw data. Furthermore, data sequences that had already gone through Laplacian smoothing, were again processed through wavelet transformation. Therefore, for one person, four different training was carried out just for each movement. For each human motion, training was performed using:

- raw data sequences
- smoothed data sequences
- wavelet data sequences
- smoothed-wavelet data sequences

For every single body movement \((w = 1, \ldots, W)\) i.e. walking, fall while standing, etc. different sets of HMMs \(\{\lambda_w\}\) are then built using the data collected by the accelerometer and from the feature extracted Laplacian smoothing and wavelet data sequences.

2.2.1 Laplace Smoothed data:

This makes use of an algorithm that tries to remove noise or other kind of fluctuations that corrupted the data points (Wikipedia, 2013). By doing so, the real pattern of the data can be extracted provided that the smoothing technique is performed reasonably (else the data pattern would be misjudged). Data smoothing can be achieved in many ways embracing random, random walk, moving average, simple exponential, linear exponential and seasonal exponential smoothing. Data smoothing can be interpreted as fitting a curve that best fits the data. The made-up graph on the left of Figure 8 is characterized by two variables. We can clearly observe that the data has many peaks and tough. This is a consequence of noise. Applying Laplacian smoothing, this noise can be removed by averaging neighboring data iteratively until finally getting an even curve as in the graph on the right in Figure 8.
2.2.2 Wavelets data:

Just like data smoothing, (Li, et al., 2010) data wavelet is a technique used to extract useful pattern of information from large amount of data. The raw data is always corrupted with noise, fluctuations or is incomplete. Wavelets are small waves whereby the term small means that the signal is broken into smaller parts and the waves means that these small parts are oscillatory waves. The Fourier Transform (FT) resembles wavelets in the sense that the signal is split into smaller units or segments terms of sine and cosine terms. However wavelet transforms (WT) are preferred because of their ability to represent the signal in the time and frequency domain simultaneously whereas FT represents the signal in the frequency domain only.

2.3 Recognition Stage

Now, for recognition phase, new HMMs are built with new observed data sequence. This new data is trained for the different sets of HMM, \( \lambda_w \) for all the four activities. For each hidden state in the test set, the probability \( P_w = P(O|\lambda_w) \) of the observation sequence given the different models \( \lambda_w \) is calculated for each activity. To recognise an activity, we need to extract the model which maximises the likelihood \( P(O|\lambda) \) pertaining to all HMMs. The unidentified observation, \( O \) can be defined as \( w^* = \text{arg max}_{1≤w≤W} P_w \). Then the forward probability can be recursively used to determine the probability to be in state \( q_i \) at time \( t \) given the model \( \lambda_w \). When comparing between two HMMs, there need to be a measure for the distance between them. One way to do that is by applying the Kullback-Leibler distance (Juang & Rabiner, 1985) which measures the difference between two probability distribution function to see how close they are (Dugad & Desai, 1996).
3. THE SEQUENTIAL PRUNING STRATEGY

(Bicego, et al., 2002) indicate that the EM algorithm is a computationally demanding process typically when the re-estimation starts using initial parameters. The algorithm needs to iteratively adjust new parameters until it converges to local maxima.

After having learned the parameters of the model, the Forward algorithm computes the likelihood of the model given the observed data. Again, to find the likelihood of other models (i.e. for different states), the learning procedure is once more started using the initial guess of the parameters.

The purpose of this paper is the improvement of the standard training process. Previously the training was carried out individually for different number of states and the one that gave the highest likelihood was the HMM which was the most representative for the observation sequence. For each state, the training started with a guess of initial parameters. An example for the initial transition matrix for a three state model and a two state model are shown below. The probability (ergodic structure) of going from one state to another is equally distributed before training. For any other HMM models with $N$ states, both initial and transition probabilities are assigned equally everywhere and have a value of $\frac{1}{N}$.

\[
\begin{bmatrix}
0.33 & 0.33 & 0.33 \\
0.33 & 0.33 & 0.33 \\
0.33 & 0.33 & 0.33
\end{bmatrix}
\quad\begin{bmatrix}
0.5 & 0.5 \\
0.5 & 0.5
\end{bmatrix}
\]

3 states \quad 2 states

For the emission matrix, the probabilities are calculated using the Gaussian distribution. Because the data from the sensor is made up of the horizontal movement (x-axis) and those of the vertical acceleration movement (y-axis), the probabilities are defined by through a bivariate Gaussian consisting of a mean vector matrix for each variable and a variance-covariance matrix having the variance of every variable and the covariance joining both variables.
The sequential pruning strategy makes the training’s initialisation more sensitive when compared to traditional method of training an HMM. This new type of approach will train HMMs so as to obtain an accurate number of states and at the same time reduce the computational expense. The sequential pruning strategy is performed in a sequence of decreasing steps. The idea of decreasing learning strategy combined with the removal of the least probable state from each training session helps in finding more accurately the optimum state. Training is started using large number of states and consequently obtains the initial parameters. The same parameters will be used throughout the whole training algorithm.

The strategy which is a “decreasing” learning procedure whereby training starts from a large amount states (say 10 states) and terminates using a small number of states (1 state). Let us denote the first training to be that of the maximum number of states chosen by the user as $K_{max}$ and the minimum number of states as $K_{min}$. When a large number of states are used, the estimated parameters would not be much affected by the initial parameters. Each data set is segmented or broken into the desired number of states using K-means algorithm (Moore, 2001). After segmentation, the initial value for the transitional probabilities is assigned for the model and output probabilities are calculated form the acquired data. At first, everything is assumed equally likely, like so the probability in the transition matrix is equal everywhere on every row and each row sums to one (stochastic matrix). After the training, new parameters for the model are obtained. These new parameters for $K_{max}$ are then used for the next iteration as defined by the strategy.

The least probable state is pruned from the state transition matrix as well from the emission matrix. The state which needs to be pruned depends on the probabilities of the transition matrix since these values determine the structure of the HMM. Then, the least probable state from the other parameters (initial and emission matrices) of the HMM are taken out. Each training session begins using a more accurate estimate obtained by pruning the least probable state from the result of the previous training session. In this way a better accuracy is obtained for the optimal number of states whilst reducing the computational burden.
The computational complexity means that lesser number of iterations is entailed due to the effective initialisation process. The strategy stops until it has finished training the last model defined by the user i.e. $K_{\min}$

3.1 Eliminating Least Probable State

Pruning the least probable state is done by removing rows and columns containing the most number of zeros from the transition matrix. The zero in the matrix signifies that there is no relationship amid two states. The transition matrix may have several, one or no zeros after the learning algorithm has trained the model. Examples of three (3x3) transition matrices having many zeros (Figure 9), one zero (Figure 10) or no zero (Figure 11) respectively.

![Figure 9: Numerous zeros in transition matrix](image)

![Figure 10: One zero in transition matrix](image)

![Figure 11: No zeros in transition matrix](image)
For the case of numerous zeros, the row where there is maximum amount of zeros is removed. Subsequently, the corresponding column is also removed. Looking at Figure 9 the third row has two zeros compared to the others. This row is eliminated and at the same time the third column is taken out. Note that in the case a column has got more zeros than a row, the column is erased first and then the corresponding row.

For the case of Figure 10, the matrix has one zero. Consequently, the row where the zero is found is removed and so is the matching column. That is the second row and column is pruned. However, when no zeros are present in a matrix (Figure 11) the minimum probability is spotted and in this case the third row and column is eliminated.

As for the mean matrix, the removal of its column depends on what row is taken out from its corresponding transition matrix. The same procedure is made for the covariance matrices. For a three state model, there will be three covariance matrices each of which is a (2×2) matrix. Taking as example, the transition matrix of Figure 9 again, the third covariance matrix will be removed.

### 3.2 Model Selection Criterion

Maximum likelihood criterion generally over-estimates the model given the observations. Thus, there need to have a penalty term to remedy this problem in model selection. (Roblès, et al., 2011). A number of models selection criterions have been presented in the statistics of literature. Bayesian Inference Criterion (BIC) (Schwarz, 1978), Minimum Description Length (MDL) (Rissanen, 1986), Akaike’s Information Criterion (AIC) (Akaike, 1974) or Bayesian Ying-Yang harmony (BYY) (Hu & Xu, 2004) are models selection criteria. BIC has been proposed as a model selection criterion in this work. It consists of a combination of two terms: a maximised likelihood (ML) term and a penalty term, which in turn depends on the number of free parameters (i.e. total number of zeros in the transition matrix) of the model and the number of data sequences recorded for each activity. The likelihood tends to increase as the model size increases and so does the penalty term.
Thus, the penalty term penalises larger models and helps to find the optimal model from a set of available models. The optimum number of states is the maximiser $k_{BIC} = \arg\max BIC \ (k)$ where

$$BIC \ (k) = \log P(O|\lambda_k) - \frac{N_k}{2} \log(n)$$

In Equation 4, $\log P(O|\lambda_k)$ denotes the log-likelihood estimate of the model with $k$ states, $N_k$ is the total number of free parameters and $n$ is the number of observations.

$N_k$ is determined as follows (Sergey, 2011):

$$N_k = \left| \text{No. of states} \times (\text{No. of states} - 1) \right| \text{Total number of zeros in transition matrix}$$

For every iteration in the sequential pruning strategy, the BIC criterion is computed using the current parameters and the value is stored in an array. After completion of the algorithm, the highest value of the BIC criterion for whatever model it corresponds is taken to be the optimal state.

The Bayesian Ying-Yang harmony (BYY) has better performance for model selection in case of small observed data sets. This algorithm performs rather well for small data sets compared to other model selection criteria such as AIC, MDL, and BIC.

All the computations were carried out in an HMM toolbox (Al-Ani & Hamam, 1996) in a Scilab® environment. The pruning strategy is summarised in the flow chart of Figure 12.

### 3.3 The State Splitting strategy

The same experiment was repeated (Beeharry, 2011) using the similar data but adopting the State Splitting Strategy (Stenger, et al., 2001) coupled with the
Minimum description Length (MDL) (Rissanen, 1986) as model selection criterion.

Training is started from state 1 and if the likelihood of this HMM model does not satisfy the MDL criterion, the model is split into 2 states etc., to find the best model. However, this strategy does not deal with the problem of initialisation and computational burden. MDL criterion is shown in Equation 5.

\[ MDL = \log L(\lambda_{k+1}|O) - \log L(\lambda_k|O) > (N + \frac{d^2+3d}{4}) \]  

Where: \( L(\lambda_{k+1}|O) \) is the likelihood of present state; \( \log L(\lambda_k|O) \) is the likelihood of previous state; \( (N + \frac{d^2+3d}{4}) \) is the penalty part and \( N \) depends on the dimensionality of the HMM.
Start

Set $k_{\text{min}}$ and $k_{\text{max}}$ as minimum and maximum state

Define initial parameters $\pi$, $A$, and $B$ for $k_{\text{max}}$. Then train the data for $k_{\text{max}}$ states e.g. Baum-Welch till a convergence criterion to get an initial model, $\lambda_{\text{Initial}}$

Compute the log-likelihood of the current model i.e. $\log P(O|\lambda_k)$

Compute and store value of model selection criterion

Find the least probable state in $k_{\text{max}}$ and remove this state by deleting the related elements from $A$ and $B$ to get a new model $\lambda_{\text{Initial}} - 1$

Now set $\lambda_{\text{Initial}} - 1$ as initial model to train $k_{\text{max}} - 1$ states

Is $k_{\text{max}} \geq k_{\text{min}}$?

Yes

Choose maximum value of BIC to get optimal states

No

End

Figure 12: Flow chart showing decreasing learning strategy through sequential pruning of HMM parameters
The Sit/Up event is used in order to demonstrate how the proposed algorithm works in reality. The smoothed Laplace data of the raw signal is taken here.

![Figure 13 – Part of Raw data acquired by accelerometer while person is performing sit/up movement. This data has been smoothed by Laplace.](image)

The sequence of data is fed into the Scilab toolbox and is trained using the Sequential decreasing strategy. Training is started with five states. This resulted as tabulated below:

Table 1 - Training data with 5 states

<table>
<thead>
<tr>
<th>Parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial state probability, π</td>
<td>[1 0 0 0 0]</td>
</tr>
<tr>
<td>Transition matrix, A&lt;sub&gt;ij&lt;/sub&gt;</td>
<td>[0.927,1.48×10⁻²,5.79×10⁻²,0.00,0.00; 6.35×10⁻²,0.902,2.65×10⁻²,0.00,8.04×10⁻³; 3.61×10⁻²,2.10×10⁻²,0.922,0.00,2.09×10⁻²; 0.00,0.00,0.00,0.919,8.15×10⁻²; 0.00,0.00,3.17×10⁻²,1.44×10⁻²,0.954]</td>
</tr>
<tr>
<td>Mean vector, Me</td>
<td>[0.904,0.965,1.01,0.910,0.924; -0.336,-0.432,-0.233,0.147,-1.06×10⁻²]</td>
</tr>
<tr>
<td>Maximum likelihood estimate, LP</td>
<td>11.6</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>[2.85×10^{-3}, 1.24×10^{-3};</td>
<td></td>
</tr>
<tr>
<td>1.24×10^{-3}, 2.78×10^{-3}]...</td>
<td></td>
</tr>
<tr>
<td>[2.81×10^{-3}, 6.08×10^{-4};</td>
<td></td>
</tr>
<tr>
<td>6.08×10^{-4}, 4.57×10^{-3}]...</td>
<td></td>
</tr>
<tr>
<td>[1.15×10^{-2}, -6.15×10^{-3};</td>
<td></td>
</tr>
<tr>
<td>-6.15×10^{-3}, 6.52×10^{-3}]...</td>
<td></td>
</tr>
<tr>
<td>[3.07×10^{-4}, 1.89×10^{-4};</td>
<td></td>
</tr>
<tr>
<td>1.89×10^{-4}, 3.17×10^{-3}]...</td>
<td></td>
</tr>
<tr>
<td>[1.37×10^{-2}, -3.30×10^{-3}</td>
<td></td>
</tr>
<tr>
<td>-3.30×10^{-3}, 3.75×10^{-3}]</td>
<td></td>
</tr>
</tbody>
</table>
Table 2 - Training with 4 states after pruning least probable state from the 5 state parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial state probability, $\pi$</td>
<td>$[1 \ 0 \ 0 \ 0]$</td>
</tr>
<tr>
<td>Transition matrix, $A_{ij}$</td>
<td>$[0.925,1.51 \times 10^{-2},6.04 \times 10^{-2},0.00);$</td>
</tr>
<tr>
<td></td>
<td>$7.20 \times 10^{-2},0.901,1.88 \times 10^{-2},8.42 \times 10^{-3};$</td>
</tr>
<tr>
<td></td>
<td>$3.75 \times 10^{-2},1.95 \times 10^{-2},0.923,1.97 \times 10^{-2};$</td>
</tr>
<tr>
<td></td>
<td>$0.00,0.00,2.57 \times 10^{-2},0.974]$</td>
</tr>
<tr>
<td>Mean vector, $M_e$</td>
<td>$[0.908,0.956,1.01,0.921;]$</td>
</tr>
<tr>
<td></td>
<td>$-0.334,-0.443,-0.233,1.28 \times 10^{-2}]$</td>
</tr>
<tr>
<td>Covariance matrices, $Seg$</td>
<td>$[3.00 \times 10^{-3},1.09 \times 10^{-3};]$</td>
</tr>
<tr>
<td></td>
<td>$1.09 \times 10^{-3},2.50 \times 10^{-3}]..$</td>
</tr>
<tr>
<td></td>
<td>$[3.16 \times 10^{-3},5.51 \times 10^{-4};]$</td>
</tr>
<tr>
<td></td>
<td>$5.51 \times 10^{-4},4.07 \times 10^{-3}]..$</td>
</tr>
<tr>
<td></td>
<td>$[1.15 \times 10^{-2},-6.14 \times 10^{-3};]$</td>
</tr>
<tr>
<td></td>
<td>$-6.14 \times 10^{-3},6.58 \times 10^{-3}]..$</td>
</tr>
<tr>
<td></td>
<td>$[1.20 \times 10^{-2},-3.26 \times 10^{-3};$</td>
</tr>
<tr>
<td></td>
<td>$-3.26 \times 10^{-3},7.48 \times 10^{-3}]$</td>
</tr>
<tr>
<td>Maximum likelihood estimate, $LP$</td>
<td>11.0</td>
</tr>
</tbody>
</table>
Table 3 - Training with 3 states after pruning least probable state from the 4 state parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial state probability, $\pi$</td>
<td>$[1 \ 0 \ 0]$</td>
</tr>
</tbody>
</table>
| Transition matrix, $A_{ij}$      | $[0.920,3.89 \times 10^{-2},4.12 \times 10^{-2};$
|                                  | $6.35 \times 10^{-2},0.911,2.57 \times 10^{-2};$
|                                  | $2.52 \times 10^{-2},7.21 \times 10^{-3},0.968]$ |
| Mean vector, $\mu$              | $[0.920,0.958,0.964;-$
|                                  | $-0.304,-0.415,-9.33 \times 10^{-2}]$       |
| Covariance matrices, $\Sigma$   | $[2.23 \times 10^{-3},4.95 \times 10^{-4};$
|                                  | $4.95 \times 10^{-4}, 2.47 \times 10^{-3}]...$
|                                  | $[7.61 \times 10^{-3},2.59 \times 10^{-3};$
|                                  | $2.59 \times 10^{-3}, 4.57 \times 10^{-3}]...$
|                                  | $[1.46 \times 10^{-2},-1.05 \times 10^{-2};$
|                                  | $-1.05 \times 10^{-2},2.08 \times 10^{-2}]$ |
| Maximum likelihood estimate, $LP$| 9.49                                       |
Table 4 - Training with 2 states after pruning least probable state from the 3 state parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial state probability, $\pi$</td>
<td>$[1 \ 0]$</td>
</tr>
<tr>
<td>Transition matrix, $A_{ij}$</td>
<td>$[0.959, 4.06 \times 10^{-2};$</td>
</tr>
<tr>
<td></td>
<td>$3.45 \times 10^{-2}, 0.966]$</td>
</tr>
<tr>
<td>Mean vector, $\mu$</td>
<td>$[0.927, 0.968;$</td>
</tr>
<tr>
<td></td>
<td>$-0.344, -0.101]$</td>
</tr>
<tr>
<td>Covariance matrices, $\Sigma_{ij}$</td>
<td>$[3.89 \times 10^{-3}, 4.28 \times 10^{-4};$</td>
</tr>
<tr>
<td></td>
<td>$4.28 \times 10^{-4}, 6.05 \times 10^{-3}];..$</td>
</tr>
<tr>
<td></td>
<td>$[1.49 \times 10^{-2}, \ -1.13 \times 10^{-2};$</td>
</tr>
<tr>
<td></td>
<td>$-1.13 \times 10^{-2}, 2.22 \times 10^{-2}]$</td>
</tr>
<tr>
<td>Maximum likelihood estimate, $LP$</td>
<td>8.73</td>
</tr>
</tbody>
</table>
Table 5 - Training with 1 state after pruning least probable state from the 2 state parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial state probability, $\pi$</td>
<td>[1]</td>
</tr>
<tr>
<td>Transition matrix, $A_{ij}$</td>
<td>[1]</td>
</tr>
<tr>
<td>Mean vector, $M_0$</td>
<td>[0.949; -0.213]</td>
</tr>
<tr>
<td>Covariance matrices, $\Sigma$</td>
<td>$[1.05 \times 10^{-2}, -3.60 \times 10^{-3};$</td>
</tr>
<tr>
<td>Maximum likelihood estimate, $LP$</td>
<td>6.02</td>
</tr>
</tbody>
</table>

Using equation 4, the BIC values for 5 consecutive states are: 7.73 (5 states); 7.89 (4 states); 7.39 (3 states); 8.20 (2 states); 6.02 (1 state)

Optimum state chosen: 2

4. RESULTS

The purpose of the experiment is to make the machine learn the difference amongst the four activities and to distinguish between each of them. The events: walk, fall and sitting down- getting up were performed by the two persons. The measured data is collected and run into the HMM toolbox in Scilab software. Before that, the raw data is processed to remove noise or fluctuations. Three different approaches including Laplace smoothing, wavelet transform and
smoothed wavelet transform are applied on the measured data. Wavelet transform is a technique used to extract useful pattern of information.

Then, training is performed for all data types including raw data. The training is done using the Baum-Welch algorithm and the Viterbi based (Segmental K-means) algorithm which is inbuilt from the HMM toolbox. On average the HMMs built for the two persons for the same events are: 2 states for walking and sitting down-getting up events, 4 states for fall while walking event and 5 states for fall while standing event. The graph of Figure 14 shows the optimal states for each event using the different types of data for one person using Baum-Welch algorithm.

![Baum-Welch training](image)

**Figure 14: Training using Baum-Welch algorithm for one person using the different data**

All other results follow the same general trend as seen from Figure 14 with sitting and walking movements requiring fewer states than that of the falling movements. It was also observed that both falling events were represented by more complex models. These complex models had much more free parameters in their transition matrix than the others. Even with the penalty of BIC, the high likelihood of complex states generated 4 to 5 optimum states. Moreover, the optimum number of states for the two persons differed more or less by one state. This can be explained by the fact that while performing the experiment the two persons’ movement for a particular event cannot be exactly same.
It was also seen that Segmental k-means algorithm outputted erroneous results when training Laplacian smoothed data and wavelet data. This was due the small number of data points for each event. This is obvious because data smoothed and data wavelet removed noise and random fluctuations from the raw data.

Compared to the original work of (Al-Ani, et al., 2007), both walking and sitting events needed 2 states whereas fall while standing and fall while walking were modelled using 2 and 3 states respectively. As for the State Splitting strategy with MDL as model selection criterion, the fallouts were same as that that of (Al-Ani, et al., 2007). The HMM with 2 states for walking and sitting have a structure can be regarded as ergodic since the present state returns to the previous state (e.g. sit down-get up, or left foot, right foot, left foot, etc.) i.e. any state can be reached from whatever state with a single transition in the transition matrix.

There is a starting state, a transient state and a final state. In this work, the structure for all HMMs is ergodic. In contrast to Al-Ani and his associates’ work which made use of the standard training method, the same number of states was obtained for walking and sitting events. However, both falling events, the HMMs consisted of 2 to 3 states. With the sequential pruning strategy, the falling events are made up of more states. We can say that the new method give a more precise HMM as the same event can be characterised using higher number of states.

5. CONCLUSION

Fall is a leading cause of sufferance among old people. There is a need to provide for an automatic on-line detection of people fallen down especially those who live alone at home. With this new technique for improving the training of HMMs, detection of events such as walk, fall and sitting down-getting up should be much faster and more accurate. The results obtained are especially encouraging. For the time being, all these computations are being simulated through a PC with the data coming via a wireless link from the sensor. The new strategy in this work showed how to minimise the complexity of the training procedure and at the same time producing positive results. In the near future, we
hope to all these calculation done in our smart phones or other miniature devices that will detect and alert emergency services to save lives.

5.1 Future Works

- Much focus in this work was on finding the optimum model for the four kinds of activities using a new training method. This can be now put into practice for detecting any of the four human movements in real time.

- Multiply the training procedure with more test data for each of the four different movements.

- Simulate the different movements by more than two people. For example, the falling gesture will never be the same for every person. Training using more data will allow for better recognition later on.

- Use of different model selection criterion for training such as MDL or BYY and compare the results to see how they differ.

- (Churbanov & Winters-Hilt, 2008) proposes a more efficient training with the Baum-Welch algorithm which takes less processing time and (Romeijn, et al., 2012) the new BIC criterion called the prior-adapted BIC which selects the model according to the likelihood of the model given the data, the complexity and model size. Whereas the normal BIC, selects the model according only to the likelihood of the model given the data, and the complexity. Merging the propositions of these two papers along the sequential pruning strategy can help to find the optimal state.
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