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Abstract

The estimation of design flood events, i.e., floods characterised by a specific magnitude-frequency relationship, at a particu-
lar site in a specific region is necessary for the planning, design and operation of hydraulic structures. Both the occurrence 
and frequency of flood events, along with the uncertainty involved in the estimation thereof, contribute to the practising 
engineers’ dilemma to make a single, justifiable decision based on the results obtained from the plethora of ‘outdated’ 
design flood estimation methods available in South Africa. The objectives of this study were: (i) to review the methods 
currently used for design flood estimation in South Africa for single-site analysis, (ii) to develop a customised, user-
friendly Design Flood Estimation Tool (DFET) containing the latest design rainfall information and recognised estimation 
methods used in South African flood hydrology, and (iii) to demonstrate the use and functionality of the developed DFET 
by comparing and assessing the performance of the various design flood estimation methods in gauged catchments with 
areas ranging from 100 km² to 10 000 km² in the C5 secondary drainage region, South Africa. The results showed that 
the developed DFET will provide designers with an easy-to-use software tool for the rapid estimation and evaluation of 
alternative design flood estimation methods currently available in South Africa for applications at a site-specific scale in 
both gauged/ungauged and small/large catchments. In applying the developed DFET to gauged catchments, the simplified 
‘small catchment’ (A ≤ 15 km²) deterministic flood estimation methods provided acceptable results when compared to the 
probabilistic analyses applicable to all of the catchment sizes and return periods, except for the 2-year return period. Less 
acceptable results were demonstrated by the ‘medium catchment’ (15 km² < A ≤ 5 000 km²) deterministic and ‘large catch-
ment’ (> 5 000 km²) empirical flood estimation methods. It can be concluded that there is no single design flood estimation 
method that is superior to all other methods used to address the wide variety of flood magnitude-frequency problems that 
are encountered in practice. Practising engineers’ still have to apply their own experience and knowledge to these particular 
problems until the gap between flood research and practice in South Africa is narrowed by improving existing (outdated) 
design flood estimation methods and/or evaluating methods used internationally and developing new methods for applica-
tion in South Africa. 
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Introduction

The estimation of design flood events, i.e., floods characterised 
by a specific magnitude-frequency relationship, at a particular 
site in a specific region is necessary for the planning, design 
and operation of hydraulic structures (Pegram and Parak, 
2004). In essence, the failures of these structures caused by 
floods are largely due to the immense variability in the flood 
response of catchments to rainfall, which is innately variable 
in its own right (Alexander, 2001). Consequently, design flood 
estimations are likely to display relatively wide magnitude-
frequency bands of uncertainty (Alexander, 2002). Thus, both 
the occurrence and the frequency of flood events, along with 
the uncertainty involved in the estimation thereof, contribute 
to the practising engineers’ dilemma to make a single, justifi-
able decision based on the results obtained from the plethora 
of ‘outdated’ design flood estimation methods available in 
South Africa.

Most of these ‘outdated’ design flood estimation meth-
ods were developed in the 1970s, with some still reliant on 

graphical procedures. The recent (2006) compilation of the 
South African National Roads Agency Limited (SANRAL) 
Drainage Manual, which is regarded by many practising 
engineers’ as an authoritative reference document, also pro-
poses the use of a suite of design flood estimation methods with 
associated graphical procedures. However, there is no guaran-
tee that these time-consuming methods using graphical input 
would result in more acceptable flood magnitude-frequency 
relationship results compared to the results obtained with 
more simplified methods, e.g., the Rational method (RM). In 
addition, the degree of uncertainty in terms of these methods’ 
relative applicability, based on their basic assumptions, has not 
been evaluated. 

In order to overcome some of the inherent limitations of the 
currently-used methods in terms of their user-friendliness, and 
to enhance the practicing engineers’ decision-making process, 
the Utility Programs for Drainage (UPD) software (Van Dijk, 
2005) was developed to complement the Drainage Manual. 
The UPD software consists of a number of easy to use, state-
of-the-art, user-friendly programs for the hydraulic design and 
analysis of drainage structures. In terms of flood hydrology, it 
is limited to flood estimations based on deterministic, empiri-
cal and probabilistic methods. However, the estimation of 
catchment parameters (e.g. average catchment and main water-
course slopes, slope frequency distribution classes and main 
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watercourse longitudinal profiles) is not possible in UPD, while 
the design rainfall information is limited to Adamson’s (1981) 
TR102 daily design rainfall database used in conjunction with 
the modified Hershfield equation (Alexander, 2001). 

This paper attempts to provide preliminary insight into the 
current suitability of the various methods used in South Africa 
to estimate the design flood, by using an integrated Design 
Flood Estimation Tool (DFET) developed by Gericke (2010), 
which revolves around the basic acceptance that there is no sin-
gle design flood estimation method that is superior to all other 
methods under the wide variety of flood magnitude-frequency 
problems that will be encountered in practice. Apart from the 
inclusion of recognised design flood estimation procedures, the 
DFET also provides a powerful data management framework 
with a consistent, intuitive platform for organising and analys-
ing both catchment parameters and design rainfall information. 
To date, the latter functionalities (catchment parameter and 
design rainfall estimation using the latest methodologies) are 
not available in any of the software used to estimate design 
floods in South Africa. 

The objectives of the study reported in this paper are 
discussed and explained in the next section, followed by an 
overview of the study area’s spatial distribution and character-
istics. Thereafter, the methods used in South Africa to estimate 
the design flood are reviewed in detail. The methodologies 
involved in assessing the objectives are then expanded on in 
detail, followed by the results, discussion and conclusions.

Objectives of study

The objectives of this study were: (i) to review the methods 
currently used for design flood estimation in South Africa for 
single-site analysis, (ii) to develop a customised, user-friendly 
DFET containing the latest design rainfall information and 
recognised estimation methods used in South African flood 
hydrology, while taking cognisance of the practising engi-
neer’s dilemma to make a single, justifiable decision using the 
plethora of ‘outdated’ design flood estimation methods locally 
available, and (iii) to demonstrate the use and functionality 
of the developed DFET, by comparing and assessing the per-
formance of the various design flood estimation methods in 
gauged catchments with areas ranging from 100 km² to 10 000 
km² in the C5 secondary drainage region, South Africa. 

A number of assumptions in recognition of the current 
status quo of South African flood hydrology were made in this 
study. Firstly, it was assumed that a large percentage of civil 

engineers tend to use only well-known and simplified ‘small 
catchment’ design flood estimation methods (e.g. the 157-year 
old RM) beyond their recommended areal limitations. In other 
words, not all engineers involved in design flood estimation in 
South Africa can be regarded as ‘leading consulting engineer-
ing hydrologists’, irrespective of their applied contributions in 
the field of flood hydrology, stormwater management and road 
drainage in both small and large catchments. Secondly, it was 
accepted that the use of more complex design flood estima-
tion methods, e.g., the Synthetic Unit Hydrograph (SUH), with 
associated time-consuming graphical estimation procedures 
in larger catchment areas, does not necessarily result in a 
satisfactory estimation of flood magnitude-frequency relation-
ships. Lastly, the reality that practising engineers do not always 
have the opportunity to compare probabilistic flood estima-
tion results in a gauged catchment with that of rainfall-based 
methods in ungauged, small catchments, in order to justify 
their results, was recognised. It is envisaged that the devel-
oped DFET will enable the rapid estimation and evaluation of 
alternative design flood estimation methods at a site-specific 
scale in both gauged/ungauged and small/large catchments. 
However, the DFET’s data management framework is such that 
practitioners will still have to apply their own experience and 
knowledge to a particular flood magnitude-frequency problem.

Study area

South Africa is demarcated into 22 primary drainage regions, 
which are further delineated into 148 secondary drain-
age regions. The study area is situated in primary drainage 
region C and comprises of the C5 secondary drainage region 
(Midgley et al., 1994). As shown in Fig. 1, the study area covers 
34 795 km2 between 28°25’ and 30°17’ S and 23°49’ and  
27°00’ E, and is comprised of 99.1% rural areas, 0.7% urbani-
sation and 0.2% water bodies (DWAF, 1995). The natural 
vegetation is dominated by Grassland of the Interior Plateau, 
False Karoo and Karoo. Cultivated land is the largest human-
induced vegetation alteration in the rural areas, while resi-
dential and suburban areas dominate the urban areas (CSIR, 
2001). The topography is gentle with slopes between 2.4% and 
5.5% (USGS, 2002), while water tends to pond easily, thus 
influencing the attenuation and translation of floods. The mean 
annual precipitation (MAP) is 424 mm, ranging from 275 mm 
in the west to 685 mm in the east (Lynch, 2004), and rainfall is 
characterised as highly variable and unpredictable. The rainy 
season starts in early September and ends mid-April, with a dry 

Figure 1
Location of 

the study area 
(C5 secondary 

drainage region)
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winter. The Modder and Riet Rivers are the main river reaches 
and discharge into the Orange-Vaal River drainage system 
(Midgley et al., 1994). 

Review of design flood estimation methods

Universally, 3 basic approaches to design flood estimation are 
available in South Africa, namely the probabilistic, determin-
istic and empirical methods (Alexander, 1990; 2001; Parak and 
Pegram, 2006; Van der Spuy and Rademeyer, 2010). In order 
to assess the uncertainty in flood estimation methods, all three 
approaches should, where possible and appropriate, be included 
in any specific design situation. The following sub-sections 
provide a review of the design flood estimation methods cur-
rently used in South Africa for single-site analyses. 

Probabilistic methods

Design flood estimations using probabilistic methods entail 
the frequency analysis of observed flood peak data, from a 
flow-gauging site, that are adequate in both length and quality 
of data. The use of observed data in flood frequency analysis 
assumes that the data are stationary; however, frequently this is 
not the case, due to, inter alia, land cover and land-use changes 
within a particular catchment or region. Probabilistic methods 
may be used at a single site, or, preferably, a regional approach 
should be adopted (Smithers, 2012). 

The objectives of probabilistic analysis are to 
(Alex ander, 2001): 
• Summarise the observed flood peak data;
• Estimate certain parameters; and 
• Select and fit an appropriate theoretical probability distri-

bution to the observed flood peaks with which exceedance 
probabilities can be estimated. 

These listed objectives are subsequently discussed. 
The summarisation of observed flood peak data includes 

the ranking of either the annual maximum series (AMS) or 
the partial duration series (PDS) in a descending order of 
magnitude, after which an exceedance probability is assigned 
to the plotted values. The AMS can be defined as the highest 
instantaneous peak streamflow value in each hydrological year 
for the period of record (Schulze, 1995; Chadwick and Morfett, 
2004). In the PDS, the selection procedure entails that some of 
the monthly/annual maximum peaks may be excluded in the 
series using a threshold exceedance value (Kite, 1988). In cases 
where the number of ranked peak events is equal to the number 
of data years, the PDS is referred to as an annual exceedance 
series (AES). Various opinions regarding the use of the AMS 
and PDS have been expressed in the literature. According to 
Adamson (1981), the AMS are preferred to the PDS based on 
the ease of use, rather than on the theoretical efficiency in char-
acterising the extreme value time series. On the other hand, the 

PDS is recommended for short data records, since the AMS 
could result in a considerable loss of information for the esti-
mation of flood exceedance probabilities (Madsen et al., 1997); 
however, Reich (1963) highlighted that the AMS and PDS tend 
to converge for return periods longer than 10 years. In addition, 
the use of the PDS overcomes the objection that significant 
events, which are not the largest event in a specific year, are 
excluded from the analysis. Therefore, if the arrival rate of 
events is large enough, the PDS design estimates could be more 
accurate than the AMS (Stedinger et al., 1993). Despite the 
advantages of the use of the PDS and apart from the research 
conducted by Görgens (2007), the use of the PDS has made 
very little impact on South African flood hydrology practice. 

Plotting position formulae (Eq. (1)) are commonly used 
in South Africa to assign an exceedance probability to flood 
peaks. It is based on the assumption that if (n) values are 
distributed uniformly between 0% and 100% probability, 
then there must be (n + 1) intervals, (n − 1) intervals between 
the data points and 2 intervals at the ends (Chow et al., 1988; 
SANRAL, 2006).
 
 T =              (1)

where:
 T =  return period (years)
 a =  constant (Table 1)
 b =  constant (Table 1)
 m =  number, in descending order, of the ranked events  
   (peak flows)
 n =  number of observations/record length (years)

Cunnane (1978) investigated the various available plotting 
position methods using unbiasedness criteria and minimum 
variance criteria. An unbiased plotting method for equally-
sized samples is defined as the average of the plotted points 
for each value of m falling on the theoretical distribution line. 
A minimum variance plotting method minimises the variance 
of the plotted points about the theoretical line. The findings of 
Cunnane (1978), based on the above criteria, indicate that dif-
ferent plotting position formulae (Table 1) are applicable to dif-
ferent theoretical probability distributions (Chow et al., 1988). 
However, the Cunnane formula is generally used in South 
Africa, and is also being recommended by the Department of 
Water Affairs (DWA) (Van der Spuy and Rademeyer, 2010).

Parameter estimation methods available for fitting theo-
retical probability distributions to observed flood peak values 
include the Linear Moments (LM), Maximum Likelihood 
(ML), Method of Moments (MM), Probable Weighted Moments 
(PWM) and Method of Least-Squares (MLS) (Yevjevich, 
1982; Chow et al., 1988; Kite, 1988; Stedinger et al., 1993). 
All these methods will, within limits, estimate the para meters 
of a theoretical probability distribution from a particular 
data sample (Kite, 1988). LM estimators are used extensively 

Table 1
Plotting position formulae included in the DFET (SANRAL, 2006)

Method Plotting position Theoretical probability distribution
Beard (1962) a = 0.40 and  b = 0.30 Pearson Type 3
Blom (1958) a = 0.25 and  b = 0.375 Normal
Cunnane (1978) a = 0.20 and  b = 0.40 General purpose
Greenwood (1979) a = 0.00 and  b = 0.35 GEV and Wakeby
Gringorten (1963) a = 0.12 and  b = 0.44 Extreme Value Type 1, GEV and Exponential
Weibull (1939) a = 1.00 and  b = 0.00 Normal and Pearson Type 3
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internationally as a standard procedure for flood frequency 
analysis, screening for discordant data and testing clusters 
for homogeneity (Smithers and Schulze, 2000a). Some cau-
tion and criticism of the use of LM is also evident in the 
literature. Alexander (2001) cautions that LM are too robust 
against outliers and emphasised that both low and high outliers 
are important characteristics of the flood peak maxima. The 
suppression of the effect of outliers could result in unrealistic 
estimates of longer return period values. Therefore, further 
investigation of LM for possible general use in South Africa 
is necessary (Smithers, 2012). Alexander (1990, 2001) recom-
mends either MM or PWM estimators for probability distribu-
tion fitting in South Africa, either at a single site or when a 
regional approach is adopted. 

The fitting of an appropriate theoretical probability distri-
bution to a data set provides a compact and smoothed repre-
sentation of the frequency distribution revealed by the limited 
information available and enables the systematic extrapolation 
to frequencies beyond the data set range (Smithers and Schulze, 
2000a). The question of selecting an appropriate distribu-
tion has received considerable attention in the literature, with 
diverging opinions expressed in the international literature 
(Smithers, 2012). Schulze (1989) highlighted that variations 
due to the season, storm type and duration and regional differ-
ences could impact on the selection of a single suitable prob-
ability distribution and questioned the accuracy thereof. Beven 
(2000) emphasised that different probability distributions may 
fit the observed values well, but are seldom comparable when 
extrapolated, while the use of relatively short records only 
represents a small sample of the possible floods at a particular 
flow-gauging site. 

Van der Spuy and Rademeyer (2010) recommend the Log-
Normal (LN), Log-Pearson Type 3 (LP3) and General Extreme 
Value (GEV) probability distributions for flood frequency 
analysis at a single site in South Africa; while Görgens (2007) 
regarded both the LP3 and GEV probability distributions as 
the most appropriate to be used locally. Alexander (1990, 2001) 
limits his recommendation to the LP3 probability distribu-
tion for design flood estimation in South Africa. In the United 
States of America (USA) the LP3 probability distribution is 
accepted as being the most general and objective distribution 
(Stedinger et al., 1993), while the Institute of Hydrology (IH) 
(IH, 1999) recommends the use of the General Logistic (GLO) 
distribution based on LM estimators in the United Kingdom 
(UK). 

Taking cognisance of the fact that frequently no or inad-
equate observed flood peak data might be available at a single 
site, the use of regional flood frequency analysis may be neces-
sary. In essence, regional flood frequency analysis is based on 
the assumption that the standardised variate distributions of 
flood peak data are similar at every single site in a homogene-
ous region and that the data from various single sites, after 
appropriate site-specific scaling, can be combined to generate 
a single regional flood frequency curve representative of any 
site in that region (Smithers and Schulze, 2003). However, this 
paper’s literature review focuses on the use of design flood 
estimation methods at a single site, with the anticipated focus 
user group for the developed DFET comprising of general 
civil engineering technicians, engineering technologists and 
engineers employed at consultancies, who are not necessarily 
specialists in the field of flood hydrology who would be more 
likely to follow a regional approach. 

The following theoretical probability distributions fitted 
using MM parameter estimation procedures are included as 

options in the DFET: 
• Normal
• LN
• LP3
• GEV distributions

The GLO distribution based on LM parameter estimators is 
also included in the DFET to propagate the potential use and 
further investigation thereof in South Africa, due to the wide 
application internationally. However, the aim should be to fit all 
theoretical distributions using the same parameter estimator. A 
detailed description (probability density function, assumptions 
and limitations) of these theoretical probability distributions is 
listed in Table A1 of Appendix A.

Deterministic methods

In the application of deterministic methods, all complex, 
heterogeneous catchment processes are lumped into a single 
process to enable the estimation of individual design flood 
events in a simple and robust manner (IH, 1999). The event-
based approach of deterministic methods greatly simplifies the 
estimation of catchment conditions prior to the occurrence of a 
flood event, while endeavouring to estimate the expected result 
(runoff) from causative factors (rainfall), based on the assump-
tion that the frequency of the estimated runoff and the input 
rainfall is equal, while being influenced by catchment repre-
sentative inputs and model parameters (Smithers, 2012). In sim-
plistic terms, the T-year recurrence interval rainfall will pro-
duce the T-year flood, if the catchment is at average condition. 
Thus, the task concerns transforming excess rainfall for the 
T-year design storm into T-year flood runoff. This assumption 
considers the probabilistic nature of rainfall, but the probabil-
istic behaviour of other inputs and parameters is ignored. Thus, 
by ignoring the direct implications of joint probability, deter-
ministic methods generally assume that the catchment is in an 
‘average’ state in order to generate the T-year flood from the 
T-year rainfall event (Pilgrim and Cordery, 1993; Alexander, 
2001; Rahman et al., 2002). 

Taking into consideration the vast complexity and spatial 
and temporal variability of catchment processes and their driv-
ing forces, as well as the probable significant bias introduced 
by ignoring the joint probability of rainfall and runoff, it is not 
surprisingly that only relatively simple deterministic methods 
representing real-world processes are recognised and used in 
design flood practice (Smithers, 2012). 

In order to overcome some of these limitations associ-
ated with deterministic methods, continuous simulation and 
joint probability approaches have been proposed to generate 
extended flow series and simulate a large number of flood 
events, respectively (Rahman et al., 2002). Smithers et al. 
(2007) investigated the use of a continuous simulation model-
ling approach to estimate design floods in the Thukela catch-
ment, South Africa. Smithers et al. (2007) established that the 
distribution of simulated and observed volumes compared well 
in larger catchment areas (100 ≤ A ≤ 2 000 km²), while the dis-
tribution of the simulated peak discharges versus the observed 
peaks was less satisfactory. 

The following single-event deterministic methods are 
included as an available option in the DFET: 
• RM
• Alternative Rational Method (ARM)
• Soil Conservation Services (SCS)
• Standard Design Flood (SDF)
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• SUH
• Lag-Routed Hydrograph (LRH) 

A detailed description including assumptions and limitations of 
these methods is included in Table A2 of Appendix A.

Empirical methods

Empirical methods are algorithms based on lumped regional 
parameters that could be derived from relationships between 
historical peak flows and climatological variables (e.g. spatial 
and temporal rainfall distribution), catchment geomorphology 
(e.g., area, shape, hydraulic length and average slope), catch-
ment variables (e.g., land cover and soil characteristics), chan-
nel geomorphology (e.g., main watercourse length and average 
slope and drainage density) and/or a combination thereof, 
in a specific region. These methods are therefore limited to 
their regions of original development, since all parameters are 
lumped into a single equation to generalise the peak discharge 
in the entire catchment/region. The reliability of these methods 
also depends largely on the realistic delineation of areas with 
homogeneous hydrological responses and flood-producing 
characteristics (SANRAL, 2006; Van der Spuy and Rademeyer, 
2010). Cordery and Pilgrim (2000) regarded the use of empiri-
cal methods as extremely risky, particularly when applied in 
catchments that were not used during their original calibration, 
while SANRAL (2006) states that empirical and experience-
based methods should only be used for verifying other meth-
ods. Empirical methods can either be classified as probabilistic-
empirical, deterministic-empirical or maximum flood envelope 
methods, and are applicable to medium and large catchments 
(SANRAL, 2006). 

The following empirical methods are included as an avail-
able option in the DFET: 
• Midgley and Pitman (MIPI)
• Catchment Parameter (CAPA)
• Regional Maximum Flood (RMF) 

A detailed description including assumptions and limitations of 
these methods is included in Table A3 of Appendix A.

Methodology

This section provides the detailed methodology followed dur-
ing this study, which focuses on the development of the DFET 
and the comparison and assessment of design flood estimation 
methods at a single site in gauged catchments using the devel-
oped DFET, in order to demonstrate the functionality thereof.

Development of the DFET

The DFET was developed and programmed by using Microsoft 
Office Visual Basic for Applications (MS-VBA) with Microsoft 
Office Excel 2007 as the operating environment. A workbook 
named DFET Version 1.1 (currently available as Version 1.2) 
was created in the operating environment, followed by the 
development of each worksheet containing the layout and 
procedures associated with the various design flood estima-
tion methods. All the basic procedures were automated using 
standard programming functions available in the operating 
environment. 

The integral part of automation depends on the develop-
ment of a VBA project comprising of a set of modules. Each 
module contains a macro consisting of a set of declarations 

followed by procedures or methods acting on objects 
(‘Forms’ toolbar controls). These toolbar controls were placed 
on the series of developed forms/worksheets, after which mac-
ros were recorded and assigned to each toolbar control. Each 
worksheet has its own set of recognised properties, methods 
and events. The controls can be used to receive user input, 
display output and trigger event procedures. Both interactive 
(responsive to user actions) and static (accessible only through 
code) controls were used in the DFET. The following ‹Forms› 
toolbar controls with associated macros were included in the 
DFET: 
•	 Button: Runs a macro when activated by the user
•	 Check	box: Enables the user to select or exclude single or 

multiple options on a worksheet
•	 Combo	box: Provides the user with a drop-down list box; 

the selected item in the list box appears in the text box of 
the applicable worksheet

•	 Comment	box: Provides the user with instructions in cases 
where information have to be entered manually, thus serv-
ing as an on-screen help function

•	 Group	box: Groups related controls, such as option buttons 
or check boxes

•	 Option	button: Enables the user to select one of a group of 
options contained in a group box

•	 Spinner: Enables the user to increase or decrease a specific 
value or range

The DFET developed was used to process all of the catchment 
parameters (e.g. average catchment and main watercourse 
slopes, slope frequency distribution classes, longitudinal 
profiles, catchment centroid, soil classification and land use/
vegetation), design rainfall information (e.g. MAP and rainfall 
depths) and observed flood peaks (e.g. AMS or PDS) to be 
used as input to the various design flood estimation methods. 
Both the information processing and application phases of the 
DFET are characterised by a full graphical interface, enabling 
the printing/plotting of worksheets and graphs, while a selec-
tion of geographical information systems (GIS)-based maps for 
easy reference is also available. However, since the processing 
and analysis of both catchment parameter and design rainfall 
information are not available as an integrated component in any 
of the currently used software for design flood estimation in 
South Africa, this is highlighted in the subsequent paragraphs. 
In addition, the specific probabilistic analysis functionalities 
available in the DFET are also discussed. 

Catchment parameter estimation

The catchment parameter estimation functions are fully 
automated in the DFET, which was used in all of the catch-
ments under consideration. The following functionalities are 
available:
•	 Average	catchment	slope: The Grid method (Eq. (2); 

Alexander, 2001), Empirical method (Eq. (3); Schulze et al., 
1992) and Neighbourhood method (ESRI, 2006) can be 
used in conjunction with standard tools available in the 
ArcGISTM environment. The latter method is only used as 
input to the DFET, since it is the standard ArcGIS slope 
algorithm used to generate slope rasters from a raw Digital 
Elevation Model (DEM) and/or point elevation GIS data 
sets to enable the determination of average catchment 
slopes and slope frequency distributions. Equation (2) was 
also used in the DFET to determine the 4 slope frequency 
distribution classes, e.g., 0–3%, 3–10%, 10–30% and >30%, 
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as required by the RM and ARM. 

 S1  =
               (2)

  S2  =           (3)

 where:
 S1-2  =  average catchment slope (m.m-1)
 A  =  catchment area (km²)
 DH  =  contour interval (m)
 Li  =  horizontal distance between consecutive 
    contours (m)
 M  =  total length of all contour lines within the 
    catchment (m) 
 N  =  number of grid points

•	 Average	main	watercourse	slope: The Equal-area 
method (Eq. (4); Van der Spuy and Rademeyer, 2010), 
10-85 method (Eq. (5); McCuen, 2005) and Taylor-
Schwarz method (Eq. (6); Van der Spuy and Rademeyer, 
2010) using either manual or GIS-based longitudinal profile 
information, are available options in the DFET.

 SCH1 =           (4)

 SCH2 =           (5)

 SCH3 =           (6)

where:
 SCH1- 3 =  average main watercourse slope (m·m-1)

 Ai    =          (m²)
 

 HT   =          (m)       
 

 HB  =  height at catchment outlet (m)
 Hi   =  specific contour interval height (m)
 H0.85L =  height of main watercourse at length    
     0.85LCH (m)
 H0.10L =  height of main watercourse at length 
    0.10LCH (m)
 LCH  =  length of main watercourse (m)
 Li  =  distance between two consecutive contours  
     (m)
 Si  =  slope between two consecutive contours   
     (m·m-1)

Design point rainfall information and estimation 
methods

Two design rainfall databases are included in the DFET 
containing the design rainfall information based on the 

methodologies followed by Adamson (1981) and Smithers 
and Schulze (2000a, 2000b). These databases are collectively 
referred to as the TR102 (Adamson, 1981) and Regional 
Linear Moment Algorithm South African Weather Services 
n-day (RLMA-SAWS) (Smithers and Schulze, 2000a, 2000b) 
design point rainfall databases. 

The following issues pertaining to these databases are of 
importance:
•	 TR102: The 1, 2, 3 and 7-day extreme design rainfall 

depths for return periods of 2, 5, 10, 20, 50, 100 and 200 
years were estimated by Adamson (1981) using approxi-
mately 1 946 rainfall stations. A censored LN distribution 
based on the PDS was used to estimate the design rainfall 
depths at a single site. Despite the fact that this database 
was last updated in 1981, it was still included in the DFET, 
since the recognised design rainfall estimation procedures 
used in both the ARM and SDF method require input from 
this particular database.

•	 RLMA-SAWS: Smithers and Schulze (2000b) conducted 
frequency analyses using the GEV probability distribu-
tion fitted by LM, at 1 789 rainfall stations with at least 40 
years of record, to estimate the 1-day design rainfall values 
in South Africa. This was followed by a regionalisation 
process (based on LM estimators) and the identification of 
78 relatively homogeneous rainfall regions and associated 
index values derived from at-site data. Quantile growth 
curves, representative of the ratio between design rainfall 
depth and an index storm to return period, were developed 
for each of the homogeneous rainfall regions and storm 
durations of 1 to 7 days. These regionalised growth curves 
and at-site index values were then used to estimate 1 to 
7-day design rainfall depths at 3 946 rainfall stations in 
South Africa. The majority (82.2%) of these daily rainfall 
stations were contributed by the SAWS. The remaining 
daily rainfall data were provided by the Institute for Soil, 
Climate and Water (ISCW), the South African Sugar 
Association Experiment Station (SASEX) and private indi-
viduals (Smithers and Schulze, 2000b). 

In both these databases, the SAWS weather station numbers are 
used as the primary identifier in the DFET. In other words, by 
entering the station numbers manually or by importing those 
from a database file in ArcGIS, all of the details (e.g. number, 
name, MAP, and design rainfall depths) become available.

The Arithmetic Mean and Thiessen Polygon methods 
(McCuen, 2005) are available as possible options in the 
DFET to estimate averaged design rainfall depths and MAP. 
In applying the DFET to the study area (C5 secondary drain-
age region), the point design rainfall depths and MAP at 
185 daily rainfall stations (from RLMA-SAWS database) 
were converted to average catchment values, using both 
methods. The same procedure was also followed in the 
seven sub-catchments within the study area. The following 
depth-duration-frequency (DDF) relationships of averaged 
design rainfall information associated either with the time 
of concentration (TC), lag time (TL) or specific user-defined 
critical storm durations are available options in the DFET. 
All of these DDF relationships were used during this study to 
compare the design rainfall estimation results:
• Midgley and Pitman (M&P) DDF relationship based on 

LEV1 distributions (Midgley and Pitman, 1978); applicable 
to the RM (TC-based), SUH and LRH (user-defined criti-
cal storm durations based on a trial-and-error approach, 
normally related to TC and TL)
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• Hershfield DDF relationship based on the modified 
Hershfield equation (TC ≤ 6 h) and/or TR102/RLMA-SAWS 
n-day design rainfall information (Alexander, 2001); appli-
cable to the ARM and SDF method (both TC-based)

• DDF relationship based on the 24-h TR102/RLMA-SAWS 
design rainfall information; applicable to SCS method 
(24-h critical storm duration)

• DDF relationship based on the Regional Linear Moment 
Algorithm and Scale Invariance (RLMA&SI) approach 
(Smithers and Schulze, 2003; 2004). This approach includes 
the use of scaling relationships derived from digitised 
rainfall data at 172 stations which had at least 10 years 
of data and the 1-day growth curve. A scale invariance 
approach, where the mean AMS for any duration can be 
estimated by firstly estimating the mean 1-day AMS at 
a single site by regional regressions, followed by scaling 
either the mean AMS for durations shorter or longer than 
1 day, respectively, from the 24-h and 1-day values, was 
used in conjunction with the RLMA. A software pro-
gram, ‘Design Rainfall Estimation in South Africa’ was 
developed by Smithers and Schulze (2003) to facilitate the 
estimation of design rainfall depths at a spatial resolution 
of 1-arc minute, for any location in South Africa, based 
on the RLMA&SI approach, for durations ranging from 
5 min to 7 days and for return periods of 2 to 200 years 
(Smithers and Schulze, 2003, 2004). The output from this 
software program can also be manually entered into the 
DFET, after which the design rainfall depths associated 
with the critical storm duration under consideration are 
established by means of a fully-automated interpolation 
process.

Gericke and Du Plessis (2011) evaluated the above-mentioned 
DDF relationships in 44 medium to large catchments scattered 
throughout South Africa. They concluded that the RMLA&SI 
approach must be used as the standard DDF relationship in 
all design flood estimation methods, since it utilises the scale 
invariance of growth curves with duration, and the Java-based 
software with graphical interface enables reliable and consist-
ent design rainfall estimation. In addition, by implementing 
this, the M&P DDF relationship (which depends heavily on 
averaged regional conditions), and Hershfield DDF relation-
ship (with the highly variable and questionable parameter – the 
average number of thunder days per year), can be excluded 
from the estimation procedures. 

The TC-based critical storm durations in each catch-
ment under consideration were determined by using Eq. (7), 
as developed by the United States Bureau of Reclamation 
(USBR, 1973) and recommended by SANRAL (2006) for use 
in defined, natural watercourses/channels. In other words, the 
occurrence of overland flow in the upper reaches of a catchment 
was also regarded as channel flow; thus taking cognisance of 
the dominant processes present in the medium to large catch-
ment areas under consideration. Equation (7) is also used as a 
default in conjunction with the Kerby equation (also available 
in the DFET for overland flow) to estimate the total travel time 
for the deterministic flood estimation methods. Van der Spuy 
and Rademeyer (2010) highlighted that Eq. (7) tends to result 
in estimates that are either too high or too low and recom-
mended the use of a correction factor (t), which is also included 
in the DFET and listed in Table 2. Although these proposed 
correction factors were not scientifically reviewed, similar 
evidence of the ‘poor’ translation of runoff volumes into 
hydrographs and associated peak discharges due to inconsistent 

catchment response time estimates in ungauged catchments 
were demonstrated by Smithers et al. (2007). 

 TCch  =            (7)

where:
TCch  =  channel flow time of concentration (h)
LCH  =  length of longest watercourse (km)
SCH  =  average main watercourse slope (m·m-1)
τ  =  correction factor

The design rainfall information, based on the selected database, 
method of averaging and DDF relationship, was then used as 
input to the various design flood estimation methods available 
in the DFET.

Probabilistic analysis functionalities

In the literature review it was highlighted that a regional 
approach should be adopted when the observed flood peak data 
at a single site are insufficient for frequency analysis. In rec-
ognition of the practising engineers’ possible time and human 
resource constraints to implementing an extensive regional 
approach for each new project, 2 single-site approaches were 
included to assist the user group of the DFET. These two 
approaches are respectively referred to as the Square Root 
Area Method (SRAM) and Mean Logarithm Value Approach 
(MLVA) (Van der Spuy and Rademeyer, 2010). The intended 
field of application, advantages and inherent limitations associ-
ated with the SRAM and MLVA are highlighted in the follow-
ing paragraphs: 

In the SRAM (Eq. (8)), the AMS at single sites either up- 
or downstream, or from sites in close proximity to the site of 
interest, could be combined based on the assumption that the 
temporal and spatial variability of the flood-producing mecha-
nisms in the two or more catchments under consideration are 
relatively homogeneous (Van der Spuy and Rademeyer, 2010). 
The SRAM is especially useful to supplement the record 
length at dams, using data from a flow-gauging station just 
downstream or upstream from the dam which might have been 
operational prior the construction of the dam. 

The MLVA (Eq. (9)) is based on the combination of the 
mean values of the logarithms of two or more probability dis-
tributions at a single site. Equation (9) could be used to estab-
lish the applicability of theoretical probability distributions to 
specific return-period ranges, e.g., the LP3 fits the lower recur-
rence interval values better and the GEV the rest. It could also 
improve design flood estimations based on the AMS at a single 
site characterised by insufficient record lengths, e.g., miss-
ing data, low outliers and flood peaks exceeding the hydraulic 
capacity of flow-gauging structures. These insufficient record 
lengths are likely to make it impossible to conclusively select a 
single probability distribution that could consistently provide 

Table 2
Correction factors (t) for the TC included in the 

DFET (Van der Spuy and Rademeyer, 2010)
Area (A, km²) Correction factor (t )
< 1 2
1 – 100 2–0.5 log A
100 – 5 000 1
5 000 – 100 000 2.42–0.385 log A
> 100 000 0.5

TCch  = 
385.02
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flood frequency estimates for return periods much greater 
than the period of record. Similar sentiments are expressed by 
Schulze (1989), who argued about the difficulty in fitting a sin-
gle theoretical probability distribution to a short record length, 
while Alexander (2012) questioned the accuracy of selecting 
only a single suitable probability distribution at a particular 
flow-gauging site.

 QDS  =            (8)

 QP  =            (9)

where:
QDS  =  AMS or PDS at downstream flow-gauging 
   station (m3·s-1)
QP  =  probabilistic peak flow based on the MLVA   
    (m3·s-1)
ADS  =  catchment area contributing to downstream   
    flow-gauging station (km²)
AUS  =  catchment area contributing to upstream 
   flow-gauging station (km²)
N  =  number of probability distributions used
Qi , i+1 =  peak flows based on a recognised theoretical 
   probability distribution, with a minimum of 
   2 probability distributions used in combination  
    (m3·s-1)
QUS  =  AMS or PDS at upstream flow-gauging station  
    (m3·s-1)

The individual peak flows (Qi) in Eq. (9) can either be based on 
the combination of two or more theoretical probability distri-
butions, e.g., LN, LP3, GEV and/or GLO distributions. The 
DWA (Directorate: Flood Studies) recommends and uses both 
of these approaches (Eqs. (8) and (9)) in their flood studies and 
safety evaluation of dams (Van der Spuy and Rademeyer, 2010). 
In probabilistic analyses the distribution of the population is 
estimated from the available observed flood peak data. The best 
fit of these theoretical probability distributions to the observed 
flood peak data is then assumed to be the probability distribu-
tion representative of the entire population used to estimate the 
design flood. It could be argued that the MLVA as presented 
here has no theoretical basis. It is, however, up to the individual 
practitioner to make that decision and is only included in the 
DFET to provide some additional support in the decision-
making process towards an acceptable peak flood estimate for 
various probabilities. It could also be argued that a mathemati-
cal relationship (e.g., polynomial) fitted to the plotted AMS and 
return period would be a better alternative to use in such a case. 

Subsequently, in order to demonstrate and not promote 
the use of Eqs. (8) and (9) in the DFET, one or both of these 
approaches were used where applicable during this study.

Comparison of design flood estimation methods 
using the DFET
 
The details of the design flood estimation methods available 
in the DFET were discussed in the literature review and are 
listed in Appendix A. Most of the standard design information 
required by these methods was either incorporated as part of 
the standard algorithms and/or as ‘design tables’ in the DFET 
for easy reference, with the option that automated input can be 
changed to user-defined input. 

In the subsequent sections the use of any specific design 
flood estimation method associated with a specific areal limita-
tion is not propagated. In order to do a comparison between the 
probabilistic methods and the suite of deterministic and empiri-
cal methods available in the DFET, as well as to investigate the 
study assumptions, the use of catchment areas exceeding these 
proposed areal limitations was inevitable.

Probabilistic methods

In cases where observed flood peak data had a sufficiently long 
record length (N), it was generally accepted that for return 
periods up to 2N, the probabilistic method results could be 
regarded as the most reliable estimates. Probabilistic analysis 
of the AMS was conducted at a representative flow-gauging 
station in each catchment under consideration to summarise the 
observed flood peaks, estimate parameters and select appropri-
ate theoretical probability distributions. The observed flood 
peaks were summarised by ranking the AMS in a descending 
order of magnitude; a process which is automated in the DFET. 
The Cunnane plotting position, based on Eq. (1), was used to 
assign an exceedance probability to the plotted values.

The statistical properties (mean, standard deviation, skew-
ness and coefficient of variation) of each AMS (normal and 
log10-transformed) were calculated by using the DFET, after 
which the most suitable theoretical probability distribution 
was selected. Equations (8) and/or (9) were only used in cases 
where the AMS at a particular flow-gauging site was regarded 
as insufficient and/or where suitable flow-gauging stations with 
a high degree of homogeneity were in close proximity. 

However, the statistical properties, visual inspection of the 
plotted values and goodness-of-fit (GOF) statistics, i.e., regres-
sion (coefficient of determination) and descriptive (Chi-square) 
statistics, were used in all cases to select the most suitable sin-
gle probability or combined probability distribution in Eq. (9). 
The coefficient of determination (r²) calculations were based on 
the full record length where the ranked observed values, with 
their associated probability or return period, were compared 
with the theoretical probability distributions. The Chi-square 
statistics were evaluated at a 95% confidence level by making 
use of the concept of contingency tables (Yount, 2006), which 
consist of margin totals used to establish the expected esti-
mated values. The margin totals comprise of row and column 
variables representative of the AMS and theoretical probability 
distribution values. Thus, for each probability of exceedance, 
the row totals were calculated as the sum of the AMS and 
theoretical probability distribution values, while the column 
totals were based on the sum of all the different individual 
column variables (e.g. AMS, theoretical probability distribution 
value and row totals). The expected estimated values were then 
calculated as the ratio of the product of row and column totals 
to the grand total, where the grand total either equals the sum 
of the row or column totals. All the calculations were tested 
for correctness by ensuring that the sum of the AMS values is 
equal to the sum of the expected estimated values. 

Both the EV1 and LEV1 probability distributions have a 
fixed skewness of 1.14; hence the limited use thereof in flood 
hydrology. The LN distribution was only used where the 
logarithms of the AMS have near symmetrical distribution or 
where the skewness coefficients were close to zero. In all other 
asymmetrical data sets, the LP3 distribution was used instead. 
The GEV distributions were used at asymmetrical data sets 
characterised by either positive (EV2) or negative (EV3)  
skewness coefficients.
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Deterministic and empirical methods

The developed DFET was used to process all the catchment 
parameters and design rainfall information to be used as 
input to the various deterministic and empirical methods, 
with the remainder of the calculations being fully automated. 
The standard procedure and techniques associated with each 
deterministic and empirical method were used by default, while 
taking cognisance of the assumptions, areal limitations and 
intended application of each method (refer to Tables A2 and 
A3, Appendix A). However, since this paper attempts to dem-
onstrate the use and functionality of the DFET, rather than to 
propose any specific design flood estimation method with spe-
cific reference to the study assumptions, most of the catchment 
areas under consideration exceeded the recommended areal 

limitations. In essence, these medium to large gauged catch-
ment areas were intentionally selected to merely investigate the 
study assumptions and to highlight the practising engineers’ 
dilemma, without violating the methods’ basic assumptions.

Results and discussion

The results based on the methodology used during this study 
are subsequently discussed. 

Development of the DFET

The schematic layout and ‘HOME’ page of the DFET are 
shown in Figs. 2 and 3, respectively. The HOME page enables 
the viewing and/or editing of the contents of relevant databases 

Figure 2
Schematic layout 

of the DFET
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Figure 4
Example of the average catchment slope worksheet

Figure 3
DFET HOME page
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and design tables, design flood estimation methods, GIS-based 
maps and graphical plots contained in the various worksheets. 
It also serves as the primary worksheet with click buttons 
which activate macros to direct or redirect the user to any 
required worksheet. 

The general catchment information (flow-gauging station 
number and name, AMS record length (N), catchment area 
composition and sizes and the TC) applicable to each of the 
seven gauged sub-catchments in the study area (C5 second-
ary drainage region) are listed in Table 3. The catchment areas 
typically ranged from 116 km²

 
to 10 260 km², with associated 

times of concentration ranging between 3.5 h and ± 2 days. A 
DWA flow-gauging station is situated at the outlet of each of the 
catchments under consideration. The flow-gauging station num-
bers were therefore used as the catchment descriptor, for easy 
reference, in all the tables and figures included in this paper. 

Catchment parameter estimation

An example of the average catchment slope worksheet is 
illustrated in Fig. 4. The user is only required to enter infor-
mation in the applicable light-green shaded single cells or 

Table 3
General catchment information (Gericke, 2010)

Catchment
descriptor

Gauging station N
(years)

Area 
(A, km²)

Tertiary/
quaternary

catchment(s)

TC
(h)

C5R001 Tierpoort Dam 82 922 C51D 21.3
C5R002 Kalkfontein Dam 95 10 260 C51A to H and J 50.5
C5R003 Rustfontein Dam 89 937 C52A 13.9
C5R004 Krugersdrift Dam 60 6 331 C52A to G 47.9
C5R005 Groothoek Dam 27 116 C52B 3.5
C5H003 Modder River at Likatlong 36 1 650 C52A to B 18.3
C5H015 Modder River at Stoomhoek 33 6 009 C52A to G 43

Figure 5
Example of the average main watercourse slope worksheet
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cell ranges. In each case, comment boxes, which serve as an 
‘on-screen help function’, are also included. A total of 7 500 
horizontal distances between consecutive contours could be 
entered; however, in this example, only 2 200 grid points were 
used. The average catchment slope estimation results based on 
the Neighbourhood (DEM-based), Grid and Empirical meth-
ods varied between 2.9% and 4.2% in this particular example 
(C5R004 catchment). The appropriate option button (DEM or 
USER INPUT) contained in the group box was selected to indi-
cate the preferential use thereof. The Grid method results used 
to determine the slope frequency distribution classes are shown 
in cell range A13: I14. 

An example of the average main watercourse slope work-
sheet and longitudinal profile plot is illustrated in Figs. 5 and 6, 
respectively. The user is only required to enter the longitudinal 

profile information in cell range B22: C171, after which the 
average main watercourse slopes are automatically estimated 
and plotted on the longitudinal profile. The average main water-
course slope estimation results based on the Equal-area, 10-85 
and Taylor-Schwarz methods (Eqs. (4) to (6)) varied between 
0.00102 m·m-1 and 0.00131 m·m-1 in this particular example. The 
appropriate option button (10-85 METHOD) contained in the 
group box was selected to indicate the preferential use thereof. 

Design point rainfall information and estimation 
methods

Figure 7 is illustrative of the SAWS daily rainfall stations used 
(not all of the stations are shown) in this particular example. None 
of the check boxes for ‘Outside catchment’ in Fig. 7 was selected, 

Figure 7
Example of the SAWS daily rainfall station selection and entries

Figure 6
Example of the 

main watercourse 
longitudinal profile 

plot
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since all of the daily rainfall stations selected were within 
the catchment boundary. However, the check boxes must be 
selected in cases where the Thiessen Polygon method is also 
based on daily rainfall stations outside the catchment boundary, 
but included in the list of rainfall stations. These selections will 
also have an influence on the Arithmetic Mean method, since 
this method considers only the stations within the catchment 
boundary.

The MAP, daily design rainfall information (PT) and aver-
age number of thunder days per year (R), representative of 
each daily rainfall station as selected in Fig. 7, were automati-
cally obtained from both the RLMA-SAWS and TR102 data-
bases. The averaged MAP, PT and R values (based on both the 
Thiessen Polygon and Arithmetic Mean methods) are shown 
in Fig. 8. A design rainfall group box with option buttons is 
also included in the DFET to enable the user to select the most 
appropriate design rainfall database and averaging method.

Figure 9 illustrates the averaged 1’ x 1’ Grid RLMA&SI 
design rainfall values as obtained from the design rainfall 
software developed by Smithers and Schulze (2003). In most of 
the catchments under consideration, the RMLA&SI approach 
resulted in the most reliable and consistent design rainfall esti-
mates (Gericke and Du Plessis, 2011). 

Probabilistic analyses 

The SRAM (Eq. (8)) worksheet is shown in Fig. 10. In this 
example, the record length of Krugersdrift Dam (C5R004) was 

extended by using observed flood peaks from a river flow-
gauging station (C5H015) just upstream from the dam-site, 
since the latter was operational prior to the construction of  
the dam. In other words, the AMS of the river flow-gauging  
station listed in cell range F14: F36, was used to extend the 
dam’s record length with 23 years, using a square root area  
factor of 1.026. Similar procedures were used for the other  
dam flow-gauging stations used in this study.
 The MLVA (Eq. (9)) worksheet is shown in Fig. 11. In this 
example, the check boxes for both the LP3/MM and GLO/LM 
were ticked to include these two probability distributions in the 
MLVA, with the results provided in cell range J17 to J26. 

Comparison of design flood estimation methods 
using the DFET

The purpose of this section is to demonstrate the use and func-
tionality of the developed DFET by comparing and assessing 
the probabilistic, deterministic and empirical flood estimation 
method results at a single site in the gauged sub-catchments of 
the study area. 

Probabilistic methods

The statistical properties of the AMS used during the proba-
bilistic analyses as listed in Table 4 are characterised by a high 
degree of variability and skewness typical of the flood peaks 
in South African rivers. In most of the catchments, due to the 

Figure 8
Example of averaged MAP and design rainfall depths (RLMA-SAWS or TR102 database)
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Figure 10
Example illustrating the SRAM based on Eq. (8) (incomplete record length shown)

Figure 9
Example of the 1’ x 1’ grid RLMA&SI design rainfall entries
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high variability, the dispersion about the mean (standard devia-
tion) is relatively high. The skewness coefficients are indicative 
of the asymmetrical nature of the AMS, while the lower tail of 
the probability distribution curves was in general longer than 
the upper tail. The probabilistic design flood estimation results 
are presented in Table 5. Both the probabilistic design flood 
estimation results based on the individual theoretical probability 
distributions and the MLVA (Eq. (9)) are shown. The return 
periods range from 2 to 200 years, with the chosen single or 
combined theoretical probability distribution(s) applicable to 
a specific return period range indicated in the last column of 
Table 5. In the case of the MLVA, the maximum and minimum 
return period values used to define the lower (e.g., 2- to 10-year) 
and higher (e.g., 10- to 200-year) return period ranges, were 
selected as equal (e.g., 10), to enable a smooth probabilistic plot 
when Eq. (9) is used. In other words, the theoretical probability 
estimates at this cross-over point were ‘averaged’ using both 
estimates from the lower and higher return period ranges. 

The coefficients of determination (r²) indicated a high 
degree of association between the Cunnane plotted AMS 
values and the theoretical probability distributions, with 0.85 
as the poorest correlation. In all the gauged sub-catchments 
of the study area, except C5R003, C5H003 and C5H018, the 
Chi-square statistic was less than the limiting critical value 
and the confidence level larger than the significance level, in 
other words, the null hypothesis (that the AMS could have been 
drawn from the theoretical probability distributions evaluated 
at a 95% confidence level), could be accepted.

The LP3/MM probability distribution was the only dis-
tribution which was selected as the most suitable distribution 

Table 4
Statistical properties of AMS (Gericke, 2010)

Catchment 
descriptor

Normal data Log10-transformed data
x s g cv x s g cv

C5R001 75.448 144.612 4.128 1.917 1.506 0.559 0.096 0.372
C5R002 431.152 756.719 5.627 1.755 2.292 0.581 −0.470 0.253
C5R003 174.066 233.526 1.782 1.342 1.901 0.548 0.306 0.288
C5R004 398.321 421.916 2.571 1.059 2.351 0.543 −0.840 0.231
C5R005 60.548 69.292 1.962 1.144 1.557 0.452 0.129 0.291
C5H003 247.952 347.354 1.511 1.401 2.000 0.576 0.639 0.288
C5H015 425.945 385.695 1.249 0.906 2.389 0.563 −1.101 0.236

in 43% of the catchments. The MLVA inclusive of the LP3-
GEV/MM probability distributions was selected as the most 
appropriate in 43% of the catchments, followed by the MLVA 
inclusive of the LP3/MM-GLO/LM probability distributions in 
14% of the catchments. The LP3/MM probability distribution 
fitted the lower recurrence interval values (T ≤ 20 years) the 
best. These selected single or combined theoretical probability 
distribution(s) applicable to a specific return period range are 
summarised in the last column of Table 5 and highlight the 
overall non-homogeneity of the study area in terms of hydro-
logical responses and flood statistics. 

In recognising the limitations of single-site analyses as 
opposed to a regional approach, the MLVA is however regarded 
as not being able to take cognisance of the strong evidence that 
in South Africa most of the high flood peaks are a result of 
rare and severe meteorological phenomena. Alexander (2012) 
also confirmed that the AMS of these floods could consist of 
a mixture of two or more statistical populations with different 
parameter values and associated flood peak frequency relation-
ships, particularly if preceding severe rainfall storms occur in 
close succession. In such a case, the use of the Two-Component 
Extreme Value (TCEV) distribution as part of a regional 
approach is suggested. The TCEV could then be used to 
separate the AMS into 2 statistical populations, e.g., the basic 
component (more frequent and less intense) and the outlying 
component (less frequent and more intense) in order to analyse 
them independently (Fiorentino et al., 1985).

The probability plots based on the results contained in 
Table 5 are shown in Figs. 12 to 18. Figures 14 and 17 are 
illustrative of AMS typically containing 2 distinct statistical 

Figure 11
Example illustrating the MLVA based on Eq. (9) (probabilistic plot shown in Fig. 15) 
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Table 5
Probabilistic design flood estimation results for the C5 secondary drainage region

Catchment
descriptor

Return 
period

Theoretical probability distributions (m3·s-1) QP
(Eq. (9))

MLVA distribution(s)

GEV/MM LN/MM LP3/MM GLO/LM

C5R005
(116 km²)

2 46 36 35 34 35

Return	period	range:

2 – 200 years
LP3/MM distribution

5 103 87 86 73 86
10 146 137 139 112 139
20 189 200 208 165 208
50 251 306 329 266 329
100 301 407 449 377 449
200 355 528 599 533 599

C5R001
(922 km²)

2 40 32 31 32 31

Return	period	range:

2 – 200 years
LP3/MM distribution

5 145 95 94 80 94
10 231 167 169 135 169
20 327 266 276 216 276
50 477 451 482 390 482
100 611 641 701 604 701
200 766 884 992 930 992

C5R003
(937 km²)

2 126 80 75 66 75
Return period range:

2 – 20 years
LP3/MM distribution

20 – 200 years
GEV/MM distribution

5 323 230 225 162 225
10 465 401 416 259 416
20 609 635 705 392 655
50 810 1 064 1 303 652 810
100 972 1 502 1 988 945 972
200 1 143 2 058 2 953 1 361 1	143

C5H003
(1 650 km²)

2 182 100 87 63 87
Return	period	range:

2 – 10 years
LP3/MM distribution

10 – 200 years
GEV/MM distribution

5 481 305 287 164 287
10 689 546 583 268 634
20 897 884 1 095 411 897
50 1 179 1 521 2 337 697 1	179
100 1 400 2 182 3 993 1 023 1	400
200 1 629 3 038 6 659 1 492 1	629

C5H015
(6 009 km²)

2 359 245 309 331 309

Return	period	range:

2 – 200 years
LP3/MM distribution

5 698 730 736 640 736
10 925 1 291 1 030 887 1	030
20 1 147 2 068 1 288 1 172 1	288
50 1 438 3 514 1 575 1 635 1	575
100 1 659 5 003 1 754 2 070 1	754
200 1 882 6 914 1 904 2 599 1	904

C5R004
(6 331 km²)

2 302 225 266 317 266
Return	period	range:

2 – 20 years
LP3/MM distribution

20 – 200 years
GLO/LM distribution

5 637 643 654 637 654
10 893 1 114 961 910 961
20 1 168 1 755 1 266 1 241 1	253
50 1 571 2 925 1 654 1 807 1	807
100 1 913 4 112 1 933 2 366 2	366
200 2 293 5 617 2 195 3 075 3	075

C5R002
(10 260 km²)

2 243 196 218 195 218
Return	period	range:

2 – 10 years
LP3/MM distribution

10 – 200 years
GEV/MM distribution

5 765 604 616 470 616
10 1 201 1 089 1 004 762 1	098
20 1 704 1 770 1 460 1 177 1	704
50 2 506 3 059 2 160 2 024 2	506
100 3 242 4 405 2 758 3 015 3	242
200 4 115 6 150 3 410 4 468 4	115

http://dx.doi.org/10.4314/wsa.v37i4.18


http://dx.doi.org/10.4314/wsa.v39i1.9 
Available on website http://www.wrc.org.za
ISSN 0378-4738 (Print) = Water SA Vol. 39 No. 1 January 2013
ISSN 1816-7950 (On-line) = Water SA Vol. 39 No. 1 January 2013 83

populations, e.g., the basic component (T ≤ 10 years) and the 
outlying component (T > 10 years).

Deterministic and empirical methods

Table 6 provides a summary of the GOF statistics for the design 
flood estimation results (QD), based on the deterministic and 
empirical methods, compared to the MLVA (QP) for return peri-
ods ranging from 2 to 200 years. The Root Mean Square Error 
(RMSE), r² values and QD/QP average ratios listed in the table 
represent the catchment values associated with a specific 
method, for all of the return periods under consideration. The 
RMSE was specifically included to ensure that the accumulated 
over- and/or underestimations are accounted for, i.e., to high-
light the actual size (not source or type) of errors produced by 
a specific method, with the objective function to minimise the 
RMSE to zero. 

The results contained in Table 6 were indicative of several 

trends associated with specific areal ranges and return periods, 
which are highlighted in the following paragraphs:

Areal	range	(100	km²	<	A	≤	500	km²):	
• C5R005	(116	km²): All the deterministically estimated 

flood peaks, except for the SUH and LRH methods, 
exceeded the MLVA values. On average, the overestima-
tion ranged from +39% to +48%, with this tendency quite 
evident in the lower recurrence intervals (e.g., 2 to 10 
years). The SCS method demonstrated the best average 
results, with an RMSE value of 61, r² value of 0.98 and an 
associated average overestimation of +41%. It could be 
argued that the SUH method demonstrated equally accurate 
results, with an RMSE value of 71 and an underestimation 
of only −6%. The empirically estimated flood peaks (MIPI 
and CAPA methods) were characterised by average under-
estimations ranging between −14% and −39%. The MIPI 
method had the lowest RMSE value (59), but was only used 
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Figure 15
C5R004: Probabilistic plot based on the ranked AMS and 

Cunnane plotting position

Figure 14
C5R003: Probabilistic plot based on the ranked AMS and 

Cunnane plotting position

Figure 13
C5R002: Probabilistic plot based on the ranked AMS and 

Cunnane plotting position

Figure 12
C5R001: Probabilistic plot based on the ranked AMS and 

Cunnane plotting position 
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to estimate the 10-year to 100-year flood peaks; in other 
words, only 57% of the sample range. Subsequently, the 
GOF statistics might be misleading. The poorest average 
results were demonstrated by the CAPA method (RMSE = 
162, r² = 0.99, −39% underestimation), which is likely due 
to the magnitude of underestimations throughout all the 
return periods. 

Areal	range	(500	km²	<	A	≤	1	000	km²):
• C5R001	(922	km²):	All the deterministically and empiri-

cally estimated flood peaks, except for the CAPA method, 
exceeded the MLVA values. On average, the overestima-
tion varied between +12% and +62%. The best average 
results were demonstrated by the LRH method (RMSE = 
116, r² = 0.99, +26% overestimation), followed by the RM 
(RMSE = 121, r² = 0.99, +15% overestimation). The poorest 
average results were demonstrated by the ARM (RMSE = 
188, r² = 0.99 and +12% overestimation). All the methods 
demonstrated a tendency to overestimate the lower recur-
rence intervals (e.g. 2 to 10 years) by a larger factor, with 
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Figure 18
C5H015: Probabilistic plot based on the ranked AMS and 

Cunnane plotting position

Figure 16
C5R005: Probabilistic plot based on the ranked AMS and 

Cunnane plotting position

Figure 17
C5H003: Probabilistic plot based on the ranked AMS and 

Cunnane plotting position

individual QD/QP ratios ranging between 1.5 and 3.5. 
• C5R003	(937	km²):	On average, only the SCS and SDF 

methods exceeded the MLVA values, with overestima-
tions in the order of +20%. The SCS method demonstrated 
the best average results, i.e., RMSE = 97, r² = 0.99 and 
+19% overestimation, followed by the LRH method 
(RMSE = 108, r² = 0.95 and −2% underestimation). The 
poorest average results were demonstrated by the SDF 
(RMSE = 210, r² = 0.98 and +22% overestimation) and 
CAPA (RMSE = 190, r² = 0.98 and −22% underestimation) 
methods. 

Areal	range	(1	000	km²	<	A	≤	5	000	km²):
• C5H003 (1 650 km²): Similar trends as identified at C5R003 

characterised the results. However, on average, the over- 
and underestimations slightly decreased and increased, 
respectively. 

Areal	range	(5	000	km²	<	A	≤	10	500	km²):
• C5H015	(6	009	km²): Only the SDF method exceeded the 

MLVA values and also demonstrated the poorest results, 
i.e., RMSE = 997, r² = 0.93 and +36% overestimation. The 
best average results were demonstrated by the SCS method 
(RMSE = 169, r² = 0.96 and −11% underestimation), fol-
lowed by the CAPA method (RMSE = 274, r² = 0.93 and 
−12% underestimation). 

• C5R004	(6	331	km²): Similar trends as identified at 
C5H015 characterised the results. However, on average, 
the over- and underestimations slightly decreased and 
increased, respectively, while the best average results were 
demonstrated by the CAPA method (RMSE = 355, r² = 0.99 
and −21% underestimation). The poorest average results 
were demonstrated by the ARM with the RMSE = 691, 
r² = 0.99 and −31% underestimation.

• C5R002	(10	260	km²): On average, only the SCS and SDF 
methods exceeded the MLVA values, with +4% and +52%, 
respectively. The best average results were demonstrated by 
the SCS method with the RMSE = 762, r² = 0.99 and +4% 
overestimation. The poorest average results were demon-
strated by the SUH (RMSE = 1 275, r² = 0.99 and −45% 
underestimation) and LRH (RMSE = 1 232, r² = 0.99 and 
−43% underestimation) methods. 
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Table 6
Design flood estimation results (QD , m3·s-1) for each gauged sub-catchment

Catchment 
descriptor

Return 
period

RM ARM SCS SDF SUH LRH MIPI CAPA QP 
(Eq. (9))

C5R005
(116 km²)

2 87 72 87 38 52 43 - 29 35
5 130 133 154 133 85 70 - 60 86
10 180 190 207 221 124 102 156 89 139
20 248 262 265 320 176 145 180 125 208
50 399 406 350 469 264 218 251 184 329
100 591 563 421 594 370 304 317 230 449
200 798 765 499 726 448 369 - 274 599

RMSE 102 89 61 106 71 115 59 162 -
r² 0.99 0.99 0.98 0.99 0.99 0.99 0.99 0.99 -
QD/QP

1.48 1.43 1.41 1.39 0.94 0.79 0.86 0.61 -

C5R001
(922 km²)

2 81 85 108 66 75 84 - 49 31
5 121 130 190 198 122 136 - 112 94
10 167 170 256 313 179 200 271 173 169
20 231 222 325 448 253 284 337 251 276
50 371 330 426 656 382 427 468 381 482
100 551 448 509 850 532 595 593 485 701
200 743 602 599 1 053 645 721 - 589 992

RMSE 121 188 177 130 152 116 61 178 -
r² 0.99 0.99 0.95 0.98 0.99 0.99 0.99 0.98 -
QD/QP

1.15 1.12 1.49 1.62 1.13 1.26 1.16 0.97 -

C5R003
(937 km²)

2 126 122 179 90 109 130 - 82 75
5 188 203 316 291 178 213 - 180 225
10 259 278 426 470 261 312 366 274 416
20 357 373 545 677 370 443 422 392 655
50 575 566 719 992 557 666 589 588 810
100 851 778 864 1 271 778 931 744 744 972
200 1 148 1 051 1 022 1 565 943 1 127 - 897 1	143

RMSE 164 172 97 210 189 108 150 190 -
r² 0.90 0.92 0.99 0.98 0.95 0.95 0.91 0.98 -
QD/QP

0.90 0.88 1.19 1.22 0.82 0.98 0.75 0.78 -

C5H003
(1 650 km²)

2 169 169 239 125 146 172 - 116 87
5 253 267 422 387 239 283 - 255 287
10 349 356 568 616 352 415 506 388 634
20 481 471 726 883 498 587 583 555 897
50 773 705 959 1 294 750 884 815 831 1	179
100 1 145 965 1 152 1 670 1 048 1 234 1 029 1 052 1	400
200 1 544 1 300 1 362 2 063 1 269 1 497 - 1 268 1	629

RMSE 267 336 191 202 312 201 235 281 -
r² 0.89 0.91 0.99 0.98 0.94 0.94 0.96 0.97 -
QD/QP

0.91 0.86 1.20 1.19 0.83 0.98 0.72 0.81 -

C5H015
(6 009 km²)

2 255 311 330 239 207 233 - 207 309
5 378 456 594 715 339 382 - 465 736
10 517 582 804 1 139 497 560 902 714 1	030
20 707 743 1 030 1 625 697 786 1 046 1 028 1	288
50 1 120 1 080 1 360 2 407 1 054 1 187 1 461 1 550 1	575
100 1 642 1 483 1 631 3 135 1 474 1 661 1 845 1 969 1	754
200 2 196 1 996 1 925 3 960 1 792 2 019 - 2 382 1	904

RMSE 385 359 169 997 408 333 117 274 -
r² 0.83 0.84 0.96 0.93 0.89 0.89 0.95 0.93 -
QD/QP

0.74 0.76 0.89 1.36 0.66 0.74 0.92 0.88 -
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In order to enhance the understanding of the results discussed 
above, it was decided to make use of a scoring rubric to enable 
the ranking of each method in the 4 different areal ranges. The 
use of average QD/QP ratios might be misleading; therefore 
only the RMSE was used in the scoring rubric to account for 
the accumulated over- and underestimations. Since 7 methods 
(excluding the MIPI method; refer to reasons provided above) 
were used in the comparisons, a scoring scale of 1 to 7 (with 
1 = lowest RMSE and 7 = highest RMSE) was implemented. 
The results are summarised in Table 7, while Fig. 19 provides 
a visual measure of performance showing the RMSE based on 
the results contained in Table 6. 

Based on above-listed results (Tables 6, 7 and Fig. 19), the 
following aspects were interesting to note:
• All the deterministic methods tend to overestimate the lower 

recurrence interval floods (T ≤ 10 years) more frequently, 

with QD/QP ratios up to 2.8 in all the areal ranges. 
• In contrast, the empirical methods (e.g., MIPI and CAPA) 

underestimated all the MLVA values for all recurrence 
intervals and areal ranges, except for the 2- and 5-year 
recurrence intervals in some of the catchments (e.g., 
C5R001). The fact that empirical methods are less reliant 
on design rainfall information and catchment response time 
than deterministic methods may have contributed to this 
trend. In essence, this highlights the presence of subjectiv-
ity in using different (outdated) DDF relationships in con-
junction with certain deterministic flood estimation meth-
ods as stipulated in the SANRAL (2006) Drainage Manual. 
The poor overall ranking of the ARM (Table 7) is most 
likely a result thereof. Despite the inclusion of all these 
‘outdated’ DDF methodologies in the DFET, except for the 
RLMA&SI approach, none of them are proposed for future 
use in South Africa. However, it is important to note that 
the DFET was purposely developed to include all recog-
nised estimation methods currently used in South African 
flood hydrology. 

• In most cases the simplified ‘small catchment’ (A ≤ 15 km²) 
deterministic flood estimation methods (e.g. SCS and RM), 
which were applied far beyond their recommended areal 
limitations, provided the most acceptable results when 
compared to the probabilistic analyses applicable to all the 
return periods, except for the 2-year return period. Based 
on only the RMSE statistics, the SCS method and RM were 
also ranked as the best performing methods. 

• The deterministic (e.g. SDF, SUH and LRH) methods 
which are regarded as more applicable to ‘medium’ 
(15 km² < A ≤ 5 000 km²) and ‘large’ (A > 5 000 km²) 
catchments, demonstrated less acceptable results compared 
to the ‘small catchment’ methods, especially in the ‘large’ 
catchments. Typically, these methods were ranked between 
4th and last in the range, A > 5 000 km². 

Table 6 (continued)
Design flood estimation results (QD , m3·s-1) for each gauged sub-catchment

Catchment 
descriptor

Return 
period

RM ARM SCS SDF SUH LRH MIPI CAPA QP 
(Eq. (9))

C5R004
(6 331 km²)

2 245 308 311 236 232 223 - 206 266
5 363 451 561 710 386 365 - 463 654
10 497 576 759 1 134 562 535 894 711 961
20 678 735 973 1 618 790 751 1 037 1 024 1	253
50 1 075 1 057 1 285 2 402 1 205 1 134 1 448 1 544 1	807
100 1 576 1 409 1 541 3 129 1 667 1 590 1 829 1 962 2	366
200 2 108 1 891 1 819 3 966 2 014 1 933 - 2 373 3	075

RMSE 624 691 617 521 588 641 259 355 -
r² 0.98 0.99 0.99 0.99 0.99 0.99 1.00 0.99 -
QD/QP 0.64 0.69 0.79 1.20 0.67 0.64 0.83 0.79 -

C5R002
(10 260 km²)

2 328 426 455 351 217 227 - 253 218
5 490 642 823 1 059 361 375 - 614 616
10 675 831 1 111 1 692 520 541 1 193 977 1	098
20 929 1 075 1 416 2 417 727 756 1 568 1 441 1	704
50 1 490 1 573 1 850 3 590 1 103 1 146 2 175 2 223 2	506
100 2 204 2 125 2 202 4 678 1 529 1 593 2 759 2 866 3	242
200 2 970 2 834 2 576 5 929 1 852 1 927 - 3 511 4	115

RMSE 777 781 762 1042 1275 1232 230 310 -
r² 0.97 0.98 0.99 0.99 0.99 0.99 0.99 0.99 -
QD/QP 0.78 0.91 1.04 1.52 0.55 0.57 0.93 0.93 -

Table 7
Scoring rubric based on the RMSE results within the 

4 different areal ranges
Areal range (km²) RM ARM SCS SDF SUH LRH CAPA

100 < A ≤ 500
4 3 1 5 2 6 7
4 3 1 5 2 6 7

500 < A ≤ 1 000
2 6 3 5 4 1 7
2 7 5 3 4 1 6
3 4 1 7 5 2 6

1 000 < A ≤ 5 000
4 7 1 3 6 2 5
4 7 1 3 6 2 5

5 000 < A ≤ 10 500

3 5 2 4 7 6 1
5 4 1 7 6 3 2
5 7 4 2 3 6 1
3 4 2 5 7 6 1

Overall	ranking 2 7 1 4 5 3 6
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• The LRH method, which is regarded by many practis-
ing hydrologists as the ‘poorer twin-brother’ of the 
SUH method, proved to be equally reliable compared 
to the SUH method, especially in the range, 500 < A 
≤ 10 500 km². However, it is important to note that the 
latter two methods are not independent; subsequently the 
LRH method cannot be used as an independent check 
of the more time-consuming SUH method. The fact that 
the LRH method could be used in catchment areas up to 
10 000 km² (Bauer and Midgley, 1974) may have contrib-
uted to this trend, although the use of Muskingum routing 
parameters based on the proportionality ratio of TL = 0.6TC 
(Van der Spuy and Rademeyer, 2010) is more likely to be 
responsible for these slight differences. Concurrently, the 
following question can also be raised: ‘Why limit the areal 
application of the SUH method only to 5 000 km², if catch-
ment areas up to 22 163 km² were used during the develop-
ment thereof?’ 

• Apart from all the probabilistic and empirical methods, 
the SDF method is regarded as the only deterministic 
method suitable to use in catchment areas up to 40 000 km² 
(Alexander, 2002), while SANRAL (2006) specify no areal 
limitation for this method. Ironically, some of the poor-
est results were demonstrated by the SDF method, with 
average catchment-specific overestimations ranging from 
20% to 62%, while some individual return periods were 
overestimated by 110%. Despite these results, the SDF 
method proved to be more reliant in medium/larger catch-
ment areas than in small catchment areas, hence its overall 
4th ranking (c.f. Table 7). 

Conclusions and recommendations

The developed DFET presented in this paper provides design-
ers with an easy-to-use software tool for the rapid estimation 

and evaluation of alternative design flood estimation methods 
currently available in South Africa for applications at a site-
specific scale in both gauged/ungauged and small/large catch-
ments. The DFET was provided to a variety of participating 
engineers at Continuous Professional Development (CPD)-
accredited flood hydrology courses arranged by the University 
of Stellenbosch on bi-annual basis. This resulted in construc-
tive feedback, i.e., different practitioners/users played a pivotal 
role in the validation of the DFET code by means of compari-
sons using either hand-calculations or other relevant software, 
which was incorporated into the final version of the DFET. The 
focus user group for the developed DFET will comprise of gen-
eral civil engineering technicians, engineering technologists 
and engineers employed at consultancies, who are not neces-
sarily specialists in the field of flood hydrology who would be 
more likely to follow a regional approach. 

The design flood estimation results based on the probabilis-
tic, deterministic and empirical methods available in the DFET 
highlighted the following aspects:
• The LP3 and GEV theoretical probability distributions 

using the Cunnane plotting formula proved to be most 
suitable for probabilistic design flood estimation in the C5 
secondary drainage region of South Africa (c.f. Table 5). 

• The SRAM (Eq. (8)), within the limitations of regional 
homogeneity, could be used to improve the probabilistic 
design flood estimations at a single site in gauged catch-
ments which are regarded as homogeneous. However, 
the fact that the ‘appropriateness’ of different theoretical 
probability distributions varied from site to site, as well as 
the highly variable rainfall characterising the C5 secondary 
drainage region, emphasised that the use thereof must be 
carefully considered.

• The MLVA (Eq. (9)) must only be used to optimise the 
graphical fitting of theoretical probability distributions. 
This will enable users to make more informed decisions 
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about which individual theoretical probability distribution 
to use. The MLVA is also regarded as not being able to 
take cognisance of the presence of two or more statistical 
populations present in observed flood peak data. Arguably, 
fitting a relationship either manually or mathematically to 
the plotted AMS and return period may be preferable to the 
MLVA approach. 

• The use of the TCEV theoretical distribution as part of a 
regional approach must be further investigated to analyse 
the AMS characterised by multiple statistical populations. 

• An important aspect is the need for consistency when 
deterministic flood estimation methods are used. By using 
the RLMA&SI approach as the ‘only’ DDF relationship 
applicable to all design flood estimation methods, con-
sistency in terms of design rainfall could be achieved. 
However, considerable inconsistency remains in the estima-
tion of the catchment response time which impacts on the 
estimated design rainfall intensity and associated runoff 
(Smithers, 2012).

• The overall ranking of the deterministic flood estimation 
methods based on the RMSE statistics in the four different 
areal ranges confirmed that the SCS method is the most 
appropriate method, followed by the RM and LRH method. 
Despite these results, potential users of the DFET are urged 
to take cognisance of each method’s basic assumptions, 
methodological approaches and limitations, in order to 
ensure that the intended use of a method is not violated. 

• The poor overall ranking (6th) of the empirical methods 
highlighted the non-homogeneity of the study area, while 
it reiterated the importance of limiting the application of 
empirical methods to their homogeneous catchments or 
regions of original development. However, the empirical 
methods proved to be the most appropriate in catchment 
areas larger than 5 000 km². 

• It is also important to note that all methods used to describe 
natural events (e.g. rainfall and floods) are to some extent 
empirically-based, i.e., contingent and revisable. The need 
for revision arises if the estimation results are consistently 
refuted by actual observations, which was the case in this 
study. Subsequently, the updating of existing methods and/
or development of new methods is not negotiable. 

All these results emphasised that there is no single design flood 
estimation method that is superior to all other methods used to 
address the wide variety of flood magnitude-frequency prob-
lems that are encountered in practice. Practising engineers’ 
still have to apply their own experience and knowledge to these 
particular problems until the search for universally applica-
ble design flood methods in South Africa produces methods 
by which to overcome all the inherent uncertainties present 
in flood hydrology. In other words, the question is not about 
‘which method (recognising each method’s inherent limitations 
or assumptions) to use when (gauged or ungauged catchments), 
where (urban vs. rural areas with an associated areal limitation) 
and how (single site vs. regional approach)’, but rather ‘what are 
we going to do about the practising engineers’ dilemma?’

The answer to this question is very simple, but more dif-
ficult to facilitate: The gap between flood research and practice 
in South Africa can only be narrowed by improving and updat-
ing existing (outdated) design flood estimation methods and/
or evaluating methods used internationally and developing new 
methods for application in South Africa. However, to facilitate 
this, the establishment of a flood hydrology research unit, simi-
lar to the Hydrological Research Unit (HRU) at the University 

of the Witwatersrand in the 1970s, and sufficient funding (e.g. 
from DWA and WRC) are required.
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Table A1 
Common theoretical probability distributions based on MM or LM parameter estimation included in the DFET 

Theoretical probability 
distribution Probability density function for random variable F(x) Description/assumptions/limitations 

Normal distribution 
(N/MM) 
(Stedinger et al., 1993; 
Alexander, 2001) 

F (x) = 
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where: 
s = standard deviation of observed values  
x = observed value 
x  = mean of observed values 

 Only used in hydrology to describe well-behaved 
phenomena, e.g., average annual streamflow (continuous 
and independent variables) 

 Distribution is symmetrical about the mean with 
skewness coefficient equal or close to zero; therefore 
limited application in flood hydrology 

 Generation of negative flows can occur when the minima 
of data sets are examined  

Log-Normal (LN/MM) 
(Yevjevich, 1982) 

F (x) =    
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where: 
N = total number of observations 
sy = standard deviation of the observed value logarithms 

 xlog = mean of observed value logarithms  
x = observed value 

 Normal distribution based on the observed value 
logarithms with a near-symmetrical distribution or 
skewness coefficient close to zero, therefore limited 
application in flood hydrology 

 The log10-transformation of data tends to reduce positive 
skewness commonly found in hydrology 

Log-Pearson Type 3 
(LP3/MM) 
(Chow et al., 1988) 

F (x) = 
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g = skewness coefficient 
  = gamma function 

  = 

ys       

  = lower bound,   ysx log    

sy = standard deviation of the observed value logarithms 
 xlog = mean of observed value logarithms 

x = observed value 

 Common form of the Pearson Type 3 distribution used in 
hydrological analyses and represents the distribution of 
the observed value logarithms 

 Three-parameter Gamma distribution with a third 
parameter (lower bound, i.e., mean displayed by a 
constant from the origin) introduced 

 Includes the LN distribution as a special case when the 
skewness equals zero 

 Fit most sets of hydrological data in South Africa and is 
the standard distribution for frequency analysis in the 
USA  

 

General Extreme Value 
(GEV/MM) 
(Alexander, 2001) 

F (x) = 
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where: 
 = positive scale parameter 
k = shape parameter  
 = location parameter 
x = observed value 

 GEV distributions are used in cases where the tail of the 
distribution of hydrological events decays exponentially 
within a hydrological year  

 Family of 3 sub-types of distributions which are 
classified according to the value of the skewness 
coefficient (g) or shape parameter (k): 
o Extreme Value Type 1 (EV1)/Gumbel distribution (g 

= 1.14 or k = 0)  
o Limited application in flood hydrology 
o Extreme Value Type 2 (EV2)/ Fréchet distribution  

(g > 1.14 and k < 0)   
Natural data characterised by an EV2 distribution will 
have log10-transformed data which are EV1 distributed 

o Extreme Value Type 3 (EV3)/Weibull distribution 
(g < 1.14 and k > 0) 

Generalised Logistic 
(GLO/LM) 
(Kjeldsen and Jones, 2004; 
Gupta and Kundu, 2007) 

F (x) =
2

1 



























x
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where: 
 = scale parameter 
 = location parameter 
x = observed value 

 Standard method for flood frequency analysis in the UK 
 Two generalisations of the GLO distribution are 

available: 
o Skew logistic and proportional reversed hazard logistic 

(PRHL) distributions 
o Three-parameter distribution with location, scale and 

skewness parameters 
o Skewness can either be positive or negative with a 

probability density function (PDF) which is uni-modal 
and log-concave in nature 

o The distribution function, hazard function and 
different moments of the skew logistic distribution 
cannot be obtained in explicit forms and are therefore 
difficult to use in practice, while the PRHL 
distribution has distribution and hazard functions with 
explicit forms and the moments can be expressed in 
terms of digamma and/or polygamma functions 
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Table A2 
Summary of deterministic methods used in South Africa (included in the DFET)

Deterministic method Areal limitation 
(km²)

Input data requirements Description/assumptions/limitations

Rational method (RM)

(Pilgrim and Cordery, 
1993; Alexander, 2001; 
Parak and Pegram, 
2006; SANRAL, 2006; 
Van der Spuy and 
Rademeyer, 2010)

≤ 15 km²

* Can be applied 
to much larger 
catchments 
(Pegram, 2003)

≤ 250 km² 
(Probabilistic 
RM)

• Catchment characteristics 
(area, slope, soil and land use/
vegetation)

• Flow path characteristics 
(overland average slope and 
distance, average main water-
course slope and length)

• Design rainfall depth based 
on the depth-duration-
frequency relationship as 
proposed by Midgley and 
Pitman (1978)

• Design rainfall intensity 
based on the time of concen-
tration (TC)

• RM was developed in Ireland by 
Mulvaney in 1855

• RM is still one of  the most com-
monly used methods internationally

• ARM is an adaption of the RM
• Applicable to both rural and urban 

catchments
• Estimates the T-year flood peak 

based on T-year average rainfall 
intensity for durations equal to the TC

• Storm losses are represented by 
a site-specific runoff coefficient 
expressed as a function of MAP, 
slope, permeability, land use, veg-
etation and urbanisation within a 
catchment

• Return period adjustment factors are 
used to decrease the runoff coeffi-
cient for events with T < 50 years

Assumptions:
• Rainfall has a uniform areal and 

temporal distribution
• Peak discharge occurs at the end of 

the TC and the duration of rainfall ³ 
TC 

• Runoff coefficients remain constant
• T-year peak discharge results from 

the T-year rainfall intensity

Alternative Rational 
Method (ARM)

(SANRAL, 2006)

No limitation • Catchment characteristics 
(area, slope, soil and land use/
vegetation)

• Flow path characteristics 
(overland average slope and 
distance, average main water-
course slope and length)

• Design rainfall depth based 
on the modified Hershfield 
equation/TR102 n-day values

• Design rainfall intensity 
based on the TC

Soil Conservation 
Services method 
adapted for South Africa 
(SCS-SA)

(Schulze et al., 1992)

SCS: ≤ 10 km² 
with slopes < 30%

SCS-SA: ≤ 80 
km² 

• Catchment characteristics 
(area, average slope, soil and 
land use/vegetation)

• Flow path characteristics 
(overland average slope and 
distance, average main water-
course slope and length and/
or hydraulic length)

• 24-h design rainfall depth

• Most widely used rainfall-runoff 
method internationally 

• Applicable to both rural and urban 
catchments

• Not as sensitive as the RM for user-
defined input data

• Considers most factors that affect 
runoff, e.g., temporal rainfall distri-
bution and duration, land use, soil 
types and antecedent moisture condi-
tions and catchment characteristics 

• Estimates the T-year flood hydro-
graph (peak, volume and shape) 
based on the T-year 24-h rainfall, 
using a typical unit volume runoff 
hydrograph of triangular shape, 
with storm losses as a function of a 
Curve Number (CN)

• The CN is based on the land cover, 
condition and treatment and on the 
hydraulic properties  of soils within a 
catchment

• Estimation of the TC, lag time (TL) 
and the most representative CN val-
ues are largely subjective and could 
result in inconsistencies
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Table A2 (continued) 
Summary of deterministic methods used in South Africa (included in the DFET)

Deterministic method Areal limitation (km²) Input data requirements Description/assumptions/limitations

Standard Design 
Flood (SDF) 
method

(Alexander, 2002)

10 km² to 
40 000 km² 
(Alexander, 2002)

No limitation
(SANRAL, 2006)

• Catchment area
• Flow path characteristics 

(average main water-
course slope and length)

• Design rainfall depth 
based on the modified 
Hershfield equation/
TR102 n-day values

• Design rainfall intensity 
based on the TC

• Regional parameters 
(SDF basin number, 
2-year mean of the annual 
daily maxima rainfall 
(M), average number of 
days per year on which 
thunder was heard (R) 
and C2 and C100 runoff 
coefficients)

• Numerically calibrated version of the RM 
with a probabilistic-based approach appli-
cable to 29 SDF basins delineated in South 
Africa

• Cost-optimising procedures and engineering 
factors of safety are incorporated

• Estimates the T-year flood peak based on 
T-year average rainfall intensity for dura-
tions equal to the TC; proved to be over-
conservative with overestimations between 
60% and 210% (Görgens, 2002)

• Storm losses are represented by region spe-
cific runoff coefficients in each basin 

• Van Bladeren (2005) proposed the use of 
region specific adjustment factors to balance 
the method’s tendency of providing over-
conservative results

• Gericke (2010) evaluated the original and 
adjusted versions of the SDF method in 19 
of the 29 SDF basins. Results showed that 
the original SDF method tends to overesti-
mate all the probabilistic flood peaks with 
exceeding-factor ratios up to 5.8. The use of 
the adjustment factors (Van Bladeren, 2005) 
improved the original method only in 26% 
of the basins under consideration 

Synthetic Unit 
Hydrograph (SUH) 
method

(HRU, 1972; 
SANRAL, 2006)

15 km² to 5 000 km² • Catchment characteristics 
(area and centroid, i.e., 
distance to geometrical 
centre)

• Flow path characteristics 
(overland average slope 
and distance, average 
main watercourse slope 
and length and/or hydrau-
lic length)

• Design rainfall depth 
based on the depth-
duration-frequency 
relationship as proposed 
by Midgley and Pitman 
(1978)

• Design rainfall intensity 
based on specific user-
defined critical storm 
durations

• The HRU (1972) derived unit hydrographs 
from observed flow data at 96 flow-gauging 
stations in South Africa

• Bauer and Midgley (1974) updated these 
unit hydrographs using data from only 92 
flow-gauging stations with catchment areas 
between 21 and 22 163 km2

• Based on region specific dimensionless 
synthetic 1-hour unit hydrographs applicable 
to 9 veld-type regions

• A Co-axial diagram is used to estimate 
average storm losses in the 9 homogeneous 
veld-type regions

• Estimates the T-year flood hydrograph 
based on the T-year rainfall of specific 
user-defined critical storm durations which 
is applied on the dimensionless 1-hour unit 
hydrograph of a particular veld-type region 
to derive a series of different hydrographs 
for various rainfall durations

Synthetic Unit 
Hydrograph (SUH) 
method

(HRU, 1972; 
SANRAL, 2006)

15 km² to 5 000 km² • Regional parameters 
(veld-type coefficients, 
unit hydrograph peak 
flow coefficients, flood 
runoff factors based 
on the regional aver-
age storm loss curves 
and synthetic 1-h unit 
hydrographs)

• Provides reliable results, but some natural 
variability in the hydrological occurrences is 
lost through the broad regional divisions and 
the averaged form of the hydrographs

• Cullis et al. (2007) found that the storm loss 
curves are still representative of average 
design storm losses in veld-type regions 1, 
2, 3, 8 and 9 but may be underestimating 
runoff percentages in veld-type regions 4, 
5, 6 and 7 and expressed concern about the 
lack of variability of over the range of return 
periods
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Table A2 (continued) 
Summary of deterministic methods used in South Africa (included in the DFET)

Deterministic method Areal limitation (km²) Input data requirements Description/assumptions/limitations

Lag-Routed 
Hydrograph (LRH) 
method

(Bauer and 
Midgley, 1974)

≤ 10 000 km² • Catchment area
• Flow path characteristics 

(overland average slope 
and distance, average 
main watercourse slope 
and length and/or hydrau-
lic length)

• Design rainfall depth 
based on the depth-
duration-frequency 
relationship as proposed 
by Midgley and Pitman 
(1978)

• Regional parameters 
(veld-type coefficients, 
Muskingum routing 
coefficients and average 
flood runoff factors based 
on the SUH storm loss 
curves)

• Simple-to-apply method based on the results 
of the SUH method

• LRH and SUH methods are not independ-
ent methods and the LRH method cannot be 
used as an independent check of the more 
time-consuming SUH method

• Estimates the T-year flood hydrograph based 
on the T-year rainfall of a specific critical 
storm duration by assuming that direct run-
off from a catchment can be conveniently 
simulated by Muskingum routing

• The inflow is assumed as effective rainfall 
and the outflow is the resulting runoff with 
catchment storage represented by one or 
more reservoir-type storages

• Rainfall distribution over time is the driving 
mechanism and is expressed as the effective 
rainfall divided into time segments (incre-
ments of critical storm duration), with each 
segment sequentially routed through the 
system

• The shape of the hydrograph is determined 
by the rainfall distribution, i.e., the critical 
storm duration

Table A3 
Summary of empirical methods used in South Africa (included in the DFET)

Empirical method Areal limitation (km²) Input data requirements Description/assumptions/limitations
Probabilistic-
empirical 
Midgley and Pitman 
(MIPI) method

(Pitman and 
Midgley, 1967; 
Alexander, 2001; 
SANRAL, 2006)

> 100 km² • Catchment area

• Regional catchment coef-
ficient (C)

• Improved version of the earlier method 
proposed by Roberts through the frequency 
analyses of the AMS at 83 flow-gauging 
stations in South Africa by using a LEV1 
distribution instead of the Hazen distribution 
to derive a distribution constant (KT)

• Catchment coefficient (C) was also regional-
ised, resulting in a regional catchment distri-
bution constant (KRP) which is linked to 7 
homogeneous flood regions in South Africa

• A co-axial diagram with 4 variables (locality, 
A, T and QP) is used to estimate design floods 
in the 7 flood regions

• Research showed that although the LEV1 dis-
tribution has a sounder theoretical basis, it is 
less satisfactory than the Hazen, LN and LP3 
distributions

• Simple to apply and experience has shown 
that it regularly produces acceptable design 
flood estimations

• Useful method to compare with other design 
flood estimation methods

• Only applicable to rural catchments 
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Table A3 (continued)
Summary of empirical methods used in South Africa (included in the DFET)

Empirical method Areal limitation (km²) Input data requirements Description/assumptions/limitations
Deterministic-
empirical
Midgley and Pitman 
(MIPI) method

(Pitman and 
Midgley, 1971; 
SANRAL, 2006)

> 100 km²

* Could be applied 
with caution to catch-
ments > 10 km²

• Catchment characteristics 
(area and centroid)

• Flow path characteristics 
(average main watercourse 
slope and hydraulic length)

• MAP
• Regional catchment con-

stant (KT) based on the 
SUH veld-type regions

• Applicable to both rural and urban 
catchments

• Estimate peak discharges for T ≤ 100 years
• Results are comparable to those obtained with 

the SUH method 

Probabilistic-
empirical 
Catchment 
Parameter (CAPA) 
method

(McPherson, 1983)

≤ 10 000 km² • Catchment characteristics 
(area and average slope)

• Flow path characteristics 
(main watercourse length)

• MAP
• Scaling factor (KP) as 

a function of MAP and 
exceedance probability

• Index-flood type approach
• Mean annual flood (MAF) is used as the 

flood index
• MAF can be estimated as a function of the 

catchment area, average slope, MAP and a 
catchment shape parameter

• Catchment area (A) has the most significant 
influence on the MAF

• Pegram and Parak (2004) also noted the 
importance of the A: MAF relationship

Maximum flood 
envelope method

Regional Maximum 
Flood (RMF) 
method based on the 
Francou and Rodier 
(1967) methodology

(Van der Spuy and 
Rademeyer, 2010)

> 100 km²
(flood zone)

(SANRAL, 2006)

• Catchment area
• Regional characteristic con-

stant (K) which expresses 
the relative flood peak 
magnitude to be expected 
in specific flood region

• 1 200 maximum flood peaks representative of 
most regions in the world were plotted against 
catchment areas to develop a family of flood 
envelope curves

• The regional flood envelope curves become 
straight lines for catchment areas exceeding 
100 km² and converge to a single point where 
the runoff and area respectively represents 
the total world mean annual runoff and total 
world catchment areas

• Three flood envelope zones were identified, 
e.g., storm, transitional and flood zones

• Storm zone: A < 1 km² and TC ≤ 15 min
• Flood zone: A > 100 km² and the flood peak 

depends on the spatial and temporal rainfall 
distribution and catchment characteristics

• Transitional zone: 1 ≤ A ≤ 100 km²; between 
storm and flood zones

• Well-known Francou-Rodier equation is 
applicable to the flood zone

Maximum flood 
envelope method

RMF method based 
on the Kovács (1988) 
methodology 

≤ 500 km² 
(transitional zone)
100 km² to 500 000 
km² (flood zone)

• Catchment area • Kovács (1988) applied the Francou-Rodier 
(1967) methodology in Southern Africa and 
similar trends were evident

• Eight hydrologically homogeneous regions 
(Kovács regions) were delimited and associ-
ated regional envelope curves with storm, 
transitional and flood zones based on a 
joint consideration of the regional K values, 
maximum observed 3-day rainfall, catchment 
characteristics and 519 observed flood peaks 
were developed

• Disadvantage: Return periods (T) cannot 
easily be associated with the estimated flood 
peak

• Kovács (1988) estimates T > 200 years, 
but Görgens (2002) indicated that Kovács’ 
method of determining the return periods was 
too simplistic and recommended that the 50-, 
100- and 200-year ratios must be factored 
down by 0.7, 0.8 and 0.9 respectively
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