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ABSTRACT 

Very large proportion of Ethiopian 

literature is found in ancient ge’ez 

manuscripts in the form of old scriptures 

with papers from animal hides and skins 

(Branas) on which the ancient Ethiopic 

knowledge and civilization is recorded. This 

knowledge can be extracted and made 

usable by applying optical character 

recognition (OCR) systems on document 

images.  Little efforts have been done for 

OCR of Ethiopic ancient manuscripts. Hand 

written OCR process is considered as one of 

the most challenging problems in the area of 

image processing .  The unique morphology 

of ge’ez hand-writing system (known as 

“Kum Tsihfet”), the degraded quality of the 

documents, and non-uniform background of 

the Branas poses additional challenges. 

Because of this, the OCR technique 

employed can’t be addressed directly by 

using OCR systems designed for modern 

printed and handwritten documents. 

Machine learning techniques like deep belief 

networks (DBNs) are becoming powerful set 

techniques that attempt to model 

complicated morphological features of 

handwritten texts. In this research we 

developed an OCR system using DBNs. The 

system was trained and tested using our own 

segmented datasets of ancient ge’ez 

characters containing 24 base characters 

only. The test result shows that a recognition 

accuracy of 93.75% was obtained, which is 

a promising result.  

 

Keywords: OCR, Deep Belief Networks, 

Ancient Ge’ez documents 

 

INTRODUCTION 

OCR is the process of detecting and 

recognizing characters from input image 

and converting into machine editable text. 

There are two types of handwriting 

recognition: off-line and on-line. The off-

line OCR uses image documents from 

computers and coverts those document 

images to texts. The on-line OCR systems 

directly takes the writers pen strokes from 

writing pads and converts those pen-

strokes and lines directly to sequences of 

words [1]. As per the research work given 

in [2], the online hand-written OCR 

systems performs better accuracy using 

temporal pen stroke directions and 

sequences for recognition task.  

Handwritten document recognition is 

considered as one of the most challenging 

problems in the area of image processing 

by many researchers. Different algorithms 

and systems have been proposed and 

implemented in the area of off-line 

character recognition [2]. Offline 

recognition system follow holistic and 

segmentation based approaches [3]. The 

holistic approach is used to recognize 

limited size vocabulary of words where 

global features extracted from the entire 

word image are considered. As the size of 

the vocabulary of words increases, the 

complexity of holistic based algorithms 

also increases and correspondingly the 

recognition rate decreases rapidly [4]. The 

segmentation based strategies, on the other 

hand, employ bottom-up approaches, 

starting from the stroke or the character 

level and going towards producing a 

meaningful word. After segmentation the 

problem gets reduced to the recognition of 

simple isolated characters or strokes and 

hence the system can be employed for 

unlimited vocabulary [4].  
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Many of the approaches proposed mainly 

focus on recognizing characters or words 

of specific language, which consists of its 

own specific features [3]. 

The off-line OCR systems are used to 

covert modern printed documents, hand-

written documents, and ancient hand-

written documents which are produced 

before printing technology starts. Geez is 

one of the world’s ancient languages [5] 

and enormous amounts of handwritten 

material are found in churches, 

monasteries, museums, libraries, and many 

places of Europe and America stolen by 

travelers and invaders. These scripts are 

mostly written in parchments, and consist 

of intrinsic values and unexplored content 

until today. 

To the best of our knowledge, there is no a 

research work done to address OCR issues 

associated with Ethiopic ancient 

manuscript characters of having “Kum 

Tsihfet” style and the rich cultural, 

technology, artistic, governance, science, 

religious and other knowledge and wisdom 

left unexplored due to lack of such 

solutions. The aim of this study is, 

therefore, to develop an OCR system using 

DBNs,  train and test the network with our 

own segmented dataset of 24 (out of 26) 

base characters of Ge’ez which are shown 

in the first column of Figure 1. 

It must be acknowledged also that there 

are no upper or lower case distinctions in 

Geez. The total geez characters are 182 

without geez numbers and diacritics. 

Researches on offline OCR systems are 

generally done for two types of 

documents: printed and handwritten. A 

reach set researches on printed text exist, 

[6, 7, 8] for Amharic and [2, 9] for other 

languages with promising results. 

However only limited attempts were made 

[3, 10, 11] in the area of Amharic 

handwritten document, which reveals itself 

open to research. 

 
Figure 1: Geez Characters 

As a contribution we developed an OCR 

system based on machine learning 

technique that implements DBN. In order 

to train and test the system, we prepared 

our own data sets that consists of a total of 

2400 characters (100 images of the 24 

base characters) extracted from 200 pages 

of selected ancient Ethiopic manuscripts. 

Subjective evaluation using percentage 

accuracy of performance of the system 

was done by examining outputs the 

different stages.   

The rest of this paper is organized as 

follows: section 2 presents literature 

review on OCR system. Section 3 

describes the methodology and 

implementation approach followed in this 

research. Test and results at different 

stages of the entire system is described in 

section 4. Finally, conclusion and future 

works are indicated in section 5. 

LITERATURE REVIEW 

There are different ancient languages in 

the world with their own alphabet for 

writing. Books that are primed by those 

ancient languages reveal much information 

and technology to the current situation of 
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our world. Especially in Ethiopia, Geez 

scripts contain many unexplored contents. 

One of the tasks in processing of these 

documents is recognition of texts so that 

they can be converted to forms that can 

easily be processed by a machine. The 

advent of computing machines and the 

need for processing large volumes of data 

motivated research and development for 

automatic recognition of those ancient and 

up to date texts. On the other hand one 

language differs from another in writing 

styles, character shape, space, overlaps, 

and the connection of characters and also 

the material used to write. These problems 

have become challenging for many 

researchers in producing solution in 

converting to computer readable format. 

The research of ancient Ethiopic 

manuscript processing is almost 

unexplored. This section presents the 

pervious works on ancient script, modern 

scripts and finally Amharic recognition 

using different techniques. 

The work in [12] investigates ancient 

Slavonic manuscripts from the 11th 

century. They propose a binarization-free 

approach based on local descriptors to 

minimize the consequences of false 

character segmentation. Initially Scale 

Invariant Feature Transform (SIFT) 

features are extracted which are 

subsequently classified using Support 

Vector Machines (SVM). The system was 

evaluated on real world data, a dataset that 

consists of highly degraded Glagolitic 

characters. Experiments on this dataset 

proved the systems capability to recognize 

degraded characters and the difference to 

well preserved characters [12]. 

The writers in [9] applied Convolutional 

Neural Networks (CNNs) for offline 

handwritten English character recognition. 

They modified the common model of 

CNN, which is LeNet-5CNN model, with 

special settings of the number of neurons 

in each layer and the connecting way 

between some layers. Experiments were 

done based on lower case and upper case 

section. These two sections contain 28069 

samples for uppercase and 61351 samples 

for lowercase from UNIPEN dataset. In 

order to obtain offline character images, 

they employ some preprocessing steps like 

connecting the adjacent points, extending 

the width of strokes and anti-aliasing. For 

training of the CNN, an error-samples-

based reinforcement learning strategy is 

developed. Experiments are evaluated on 

UNIPEN lowercase and uppercase 

datasets, with recognition rates of 93.7% 

for uppercase and 90.2% for lowercase, 

respectively [9]. 

Another approach on Ethiopic scripts [10] 

tries to recognize offline handwritten 

Amharic words based on lexicon. The 

system computes directional fields of 

scanned handwritten documents, from 

which pseudo characters are segmented. 

They developed and proposed an 

algorithm for such character and word 

segmentation, and also script-independent 

text line detection tasks using direction 

field image. The system is tested by a 

database of unconstrained handwritten 

Amharic documents collected from 

various sources. They prepared the lexicon 

from words appearing in the collected 

database. Form their result, for good 

quality texts, they achieved a recognition 

rate of 87% and for poor quality texts, the 

recognition rate was 58% [10]. 

METHODOLOGY AND 

IMPLEMENTATION DETAILS 

The proposed system includes the basic steps 

shown in Figure 3.1 namely, image 

acquisition, preprocessing, segmentation, 

classification and recognition [11, 13]. The 

details of the methods are given in [11]. 

Dataset Preparation 

We have prepared a dataset both for 

training and testing the OCR of ancient 

characters of Ethiopic manuscripts. The 

dataset preparation involved several steps 

from image acquisition followed by 

different image processing algorithms and 
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finally segmentation of characters using 

vertical and horizontal histograms 

projection. The steps used to prepare the 

dataset are given in the following steps: 

 
Figure 3.1 Block diagram of proposed 

system 

 

Image Acquisition 

 The input image can be taken through 

camera or scanner. The first stage in 

character recognition (CR) is image 

acquisition, which involves getting digital 

image of manuscript pages for input to the 

system. We collected about 200 pages of 

ancient Ethiopic manuscripts from 

different sources such as Ethiopian 

Orthodox Tewahido Churches, 

monasteries and also from National 

Archives and Library Agency for data 

preparation.   

Preprocessing 

This step involves the following tasks: 

Grey Scale Conversion and 

Binarization: Images which are in color 

are converted to grayscale before 

binarization is applied. Binarization is 

used to remove the noise and improves the 

quality of the documents by converting the 

gray-scale document images to black and 

white (binary) ones. Binarization is 

required because documents can often 

suffer degradation problems, especially in 

the case of historical documents due to 

unwanted foreground information (noise) 

[14]. Based on the threshold values used, 

there are two general techniques for 

binarization [15, 4]: Global binarization 

and local binariztion thresholding.  But a 

technique for ancient or historical 

documents specifically is proposed in [14] 

and shows a very good result. This method 

is called hybrid binariztion technique and 

we have used for our images.  

Skew Detection and Correction: The 

relative inclination angle of the page being 

acquired during scanning or taking photo 

of the page must be detected and 

accounted for as it can cause serious 

performance deterioration of segmentation 

and recognition stage of document 

processing system [16]. 

Since skew observed in our input images 

are global skew problem which occurs due 

to capturing the scripts through digital 

camera or rotated scanning, it can be 

detected and corrected using Bounding 

Box Technique. Bounding Box technique 

[16] is a way of finding the extreme 

corners of text image. The advantage of 

this Bounding box algorithm is that if any 

two of the four corner points detected 

correctly, it will give the accurate skewed 

angle and it is also computationally 

inexpensive when compared to other 

methods.  

Noise Reduction: There are many kinds 

of noise in images like Salt and Pepper 

Noise, the black points and white points 

sprinkled all over an image [17]. These 

can be reduced using filtering and 

applying morphological operations. We 

have applied morphological operation at 

this stage. 

Segmentation 

Segmentation of hand written text 

document into individual character or digit 

is an important and crucial phase in 

document analysis and character 

recognition. There are various factors such 

as noise and disconnected characters that 

affects the process of text image 

segmentation [18]. The quality of the 

image is a significant factor for text 
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segmentation. In Ancient Ethiopic scripts 

due to ageing the text is highly affected by 

background noise, drop of ink and 

handling problem. We have used vertical 

profile projection for line segmentation 

and horizontal profile projection for 

individual character segmentation as it is 

given in [18, 19, 20].  

Classification and Recognitions 

DBNs for OCR of Ancient Ethiopic 

Manuscripts: OCR systems extensively 

use the methodologies of pattern 

recognition, which assigns an unknown 

sample into a predefined class. Numerous 

techniques for OCR can be investigated in 

four general approaches of pattern 

recognition [21]: Template Matching, 

Statistical Techniques, Structural 

Techniques, and Neural Networks but each 

of these approaches except the neural 

network approach lacks flexibility to adapt 

to new unseen challenges and we have 

selected neural network approaches for our 

particular problem.  

From neural networks, deep learning 

neural networks are powerful set of 

techniques. Learning in deep neural 

networks, is a branch of machine learning 

based on a set of algorithms that attempt to 

model high-level abstractions in data by 

using multiple processing layers with 

complex structures, or otherwise 

composed of multiple non-linear 

transformations. One of the promises of 

deep learning is replacing handcrafted 

features with efficient algorithms for 

unsupervised or semi-supervised feature 

learning and hierarchical feature extraction 

[22]. 

According to Bengio et al. [14], shallow 

architectures have been shown effective in 

solving many simple or well-constrained 

problems, but their limited modeling and 

representational power can cause 

difficulties when dealing with more 

complicated real-world applications 

involving natural signals such as human 

speech, natural sound and language, and 

natural image and visual scenes. To solve 

this problem, it is recommended to 

represent a highly-varying function 

compactly (with few parameters) through 

the composition of many non-line arities, 

i.e., with a deep architecture. [14]  

DBNs are one type of deep learning 

algorithms which uses a greedy layer-wise 

unsupervised pre-training and a light-

weight supervised fine-tuning any back-

propagation training algorithms [14].  

Training DBNs: Applying gradient 

descent using back propagation is known 

empirically to find poor solutions for 

networks with 3 or more hidden layers. 

For that reason, artificial neural networks 

have been limited to one or two hidden 

layers [23].  

Hinton et al. recently introduced a greedy 

layer-wise unsupervised learning 

algorithm, a generative model with many 

layers of hidden causal variables [14]. 

Greedy layer wise training is proposed to 

train a network taking one layer at a time, 

i.e. train layers sequentially starting from 

bottom (input) layer. Unsupervised 

training makes each layer learn a higher-

level representation of the layer below. 

Then neural network is fine-tuned to the 

global supervised objective. The most 

common algorithms to train each layer in 

deep neural network using greedy layer 

wise unsupervised strategy are Restricted 

Boltzmann Machine (RBM) and auto-

encoder (AE). AE uses back propagation 

algorithm for semi-supervised training of 

each layer pairs and computationally 

intensive. Therefore, we have used RBM 

as our training algorithm.  

RBM is a generative model that uses a 

layer of binary variables to explain its 

input data [23, 24], undirected bipartite 

graphical model with connections between 

visible nodes and hidden nodes. The pixels 

correspond to visible units of the RBM 

because their states are observed; the 
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feature detectors correspond to hidden 

units. A joint configuration, (v, h) of the 

visible and hidden units has an energy 

given by: 

 (   )  
 

 
   (   )                                (1) 

Z is called partition function and is given 

by summing over all possible pairs of 

visible and hidden vectors given by: 

   ∑    (   )
                                      (2) 

The probability that the network assigns to 

a visible vector, v, is given by summing 

over all possible hidden vectors: 

 ( )   
 

 
   (   )                                  (3) 

The derivative of the log probability of a 

training vector with respect to a weight is 

given by: 

     ( )

    
 〈    〉      〈    〉           (4) 

This leads to a very simple learning rule 

for performing stochastic steepest ascent 

in the log probability of the training data 

which is given by: 

       〈    〉      〈    〉            (5) 

where   is learning rate. 

Given a randomly selected training image, 

V, the binary state, hj, of each hidden unit, 

j, is set to 1 with probability: 

 (    | )   (   ∑       )           (6) 

Where      is then an unbiased sample 

and  ( ) is the logistic sigmoid function 

given by:  

 ( )   
 

      (  )
                                   (7) 

Because there are no direct connections 

between visible units in an RBM, it is also 

very easy to get an unbiased sample of the 

state of a visible unit, given a hidden 

vector by using:  

 (    | )   (   ∑       )          (8) 

Once binary states have been chosen for 

the hidden units, a reconstruction is 

produced by setting each    to 1 with a 

probability given by equation 8 and the 

change in a weight then given by equation 

5 above is the final weight change using 

the reconstruction and the given data.  

Network Architecture: The proposed 

network architecture consists of a 900 

input features each having binary values 

that are obtained from segmented 

character images normalized to 30x30 

windows. The number of output nodes or 

units is determined by the number of 

unique classes, in our case the number of 

unique characters in Geez alphabet are 26. 

However, as will be described in section 

5.2 we have only 24 class so the number of 

output nodes is made to be 24. In deep 

neural networks the number of hidden 

layers is hard to decide; in our system we 

will try experimentally to set it empirically 

that give better result. The basic 

architecture of the network is shown in 

Figure 2. 

During designing of the neural network the 

number of different parameters of the 

network need to be decided. The model 

parameters that are required for the 

proposed network are described below. 

The values used for some parameters are 

typical values used in research [25] and 

others tuned during experimentation. 

Number of neurons in the hidden layer: 

number of processing unit or nodes in the 

hidden layer.
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Figure 2: Architecture of the proposed deep network with 900 input, L hidden and 24 nodes of layers 

Learning rate: Training parameter that 

controls the size of weight and bias 

changes in learning of the training 

algorithm. Recommended value: Real 

Domain: [0, 1] and its typical value: 0.3, 

Batch size: the number of training instance 

per batch. The typical value depends on 

the training data. 

Momentum: momentum simply adds a 

fraction m of the previous weight update 

to the current one. The momentum 

parameter is used to prevent the system 

from converging to a local minimum or 

saddle point. A high momentum parameter 

can also help to increase the speed of 

convergence of the system. However, 

setting the momentum parameter too high 

can create a risk of overshooting the 

minimum, which can cause the system to 

become unstable. A momentum coefficient 

that is too low cannot reliably avoid local 

minima, and can also slow down the 

training of the system. Recommended 

value: Real Domain: [0,1] typical value: 

0.9. 

Training epoch: when this value is zero it 

means train by epoch, and when the value 

is one means train by minimum error. 

Recommended value: integer Domain: 

[0,1] and typical value is 1. 

Epoch determines when training will stop 

once the number of iterations exceeds 

epochs. When training by minimum error, 

this represents the maximum number of 

iterations. Value Selection domain: Integer 

Domain: [1, ). The values practically 

used are as low as 50 and as high as tens 

of thousands. The following steps are our 

gross steps used to train deep neural 

network. 

Pre-training one layer at a time in a greedy 

way; using unsupervised learning at each 

layer in a way that preserves information 

from the input and disentangles factors of 

variation; Fine-tuning the whole network 

with respect to the ultimate criterion of 

interest. 

Each RBM layer is trained to maximize 

the product of probabilities assigned to 

some training set V (a matrix, each row of 

which is treated as a visible vector v) as 

given by:  

       ∏  ( )                                 (9) 

Or equivalently, to maximize the expected 

log probability given by: 

        ⌈∑     ( )   ⌉                 (10) 

where arg max is the argument of the 

maxima, the probability of the input vector 

is maximum at the given weight during 

training. 

The algorithm most often used to train 

RBMs, that is, to optimize the weight 

vector, is the contrastive divergence (CD) 
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algorithm as proposed by Hinton. The 

algorithm performs Gibbs sampling and is 

used inside a gradient descent procedure to 

compute weight update [15]. For 

computational simplicity and since it is the 

most widely used approach, we have used 

single-step contrastive divergence (CD-1) 

procedure which is given in the following 

steps: 

1. Take a training sample v, compute the 

probabilities of the hidden units and 

sample a hidden activation vector h 

from this probability distribution. 

2. Compute the outer product of v and h 

and call this the positive gradient. 

3. From h, sample a reconstruction v’ of 

the visible units, then resample the 

hidden activations h’ from this. (Gibbs 

sampling step) 

4. Compute the outer product of v’ and h’ 

and call this the negative gradient. 

5. Let the weight update to      be the 

positive gradient minus the negative 

gradient, times some learning rate as 

given here with equation 11:  

       (         )                 (11) 

The update rule for the biases a and b is 

defined analogously. 

After each layer of RBM consisting of 

pairs of layers (visible and hidden) are 

training using RBM, finally the whole 

network is fine tuned in supervising 

manner using soft-max function criteria. 

The soft max activation function is useful 

predominately in the output layer [25]. 

Softmax function converts a raw value in 

to a posterior probability. 

 

Implementation Details 

The proposed system is implemented in 

the following way: 

For Dataset Preparation Methods: The 

programs are being implemented using 

MATLAB 2010 starting from image 

conversion to grey scale to the 

segmentation of individual characters from 

images.  

For DBNs: We have used and customized 

deep learn tool box which is an open 

source MATLAB 2014 library for training 

the network and to make the tests.  

Experimental Setup: A laptop computer 

with 3GB memory, Intel core i3 2.3GHz 

3MB L3 Cache having windows 7 

operating systems was used to conduct the 

experiment and a Sony digital camera with 

16MP was used for image acquisition. 

TEST RESULTS OF THE DBN 

CLASSIFIER 

To the best of our knowledge, since there 

is no other research result in ancient 

Ethiopic manuscripts, it was very difficult 

to present the comparison of the selected 

system with other recognition algorithms. 

Discussion and analysis of results are 

mostly based on percentage accuracy.  

Results of Dataset Preparation Methods 

These steps are only used for an automatic 

preparation of the dataset for our training 

and we haven’t made performance 

evaluations on these methods. The first 

step in preprocessing is converting the 

input color image in to gray scale image. 

We used the MATLAB function rgb2gray 

to get the gray scale image. The result of 

this function is shown in Figure 3. 
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(a)                              (b) 

Figure 3: Output of RGB to gray scale conversion: (a) color image – left (b) gray image– right    

 

(a)  

(b)  

(c)  

(a)     (b)       (c) 

Figure 4: Output of binarization: (a) gray scale image (b) binarization using Otsu (c) 

binarization using hybrid 

We have gotten better result using hybrid 

binarization technique. The comparison of 

the Otsu and the hybrid techniques are 

given in Figure 4. Ethiopic manuscripts 

are written in elegant format, by making 

straight lines as base line for writing each 

line of text on white codex, so it can be 

said that this does not create local skew 

problem. The only skew problem detected 

is during taking picture of Ethiopic 

manuscripts using digital camera or during 

scanning, which is global skew problem. 

In many document analysis problems, 

skew angles as high as 23 degrees are 

observed. We have applied skew detection 

and correction on each image document as 

shown in Figure 5.  

 
    (a)          (b) 

 Figure 5: Output of skew detection: (a) skewed image (b) deskewed image 

For segmenting lines and characters in 

images, vertical (Y histogram) and 

horizontal (X histogram) projections are 

implemented respectively. The result of 

vertical projection for a sample page is 

shown in Figure 6. As shown in the figure, 

the lines of the sample images are 

segmented accurately. The algorithm was 

tested with a number of document pages, 

and all tests produced perfect results; this 
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shows that the selected algorithm works very well. 

 

 (a)     (b)       (c) 

Figure 6: Output of line segmentation (a) input image (b) Y histogram (c) segmented line 

One limitation of line segmentation 

observed was that it segments two lines 

together if there are characters written over 

a word, between two lines, usually placed 

as correction when mistakes were made 

during writing, as shown in the first two 

lines of a document page and lower part of 

its histogram Figure 7 (a) and (b) 

respectively In this case, the algorithm will 

segment the two lines incorrectly as a 

single line, as shown Figure 7(c). 

        (a)          (b)                    (c) 

Figure 7: Line segmentation error (a) input image (b) Y histogram (c) error segmented 

From the given segmented line, each of the 

characters is extracted automatically using 

the X histogram. Figure 8(c) shows sample 

results of segmented characters from 

segmented lines (Figure 8(a)) using the 

horizontal histogram projection (Figure 

8(b)). The result shows that each character 

is segmented accurately. 

Another challenge is when a character has 

unconnected component, in which case, a 

single character is split into two characters 

due to opening problem, as shown in 

Figure 9(d). 

After dataset preparation methods are 

done, we have gotten dataset which 

consists of images of 7065 segmented 

characters extracted from 200 pages of 

input images of ancient Ethiopic 

manuscripts. Out of the total segmented 

characters, 24 out of the 26 Geez base 

characters with their derived characters 
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were found. The remaining two characters 

“ጰ” and “ፐ” appeared four times and none 

respectively. 

 
Figure 8: Output of character segmentation 

(a) input image (b) X histogram (c) 

segmented characters 

These two problems created error in 

character segmentation results. However, 

it was observed that this happens rarely 

because Ethiopic scripts are written by 

preserving the space between characters. 

The frequencies of some of the derived 

characters were also small and were not 

equally distributed compared to the 

frequency of the base characters. Base 

characters appeared on average from 100 

up to 165. Due to this reason, the dataset 

consisted of only base characters and the 

frequency was set to 100 for each 

character.

Figure 9: Error in output segmentation: (a) input image (b) segmenting two characters as one 

(c) input image (d) segmenting one character by splitting in to two characters

Each character was labeled taking 100 

characters for each base character forming 

one similar class, and totally the dataset 

contains 2400 base characters for training 

and testing. Among the total data set 70% 

was used for training and 30% used for 

testing the system. 

Result of Training and Recognition Test 

The proposed deep neural network was 

trained and tested by using the following 

experimental setup: 

The training set is provided as an input 

image, arranged in 1680 x 900 pixel mat 

file and 1680 x 1 label mat file. Each input 

image character is 30x30pixels, so number 

of input neurons is 900. 

Number of characters for classification is 

24, so the number of output neurons is set 

to 24 

Learning rate was set to 0.3, batch size 

was set to 50 and momentum was set to 

0.5 

Epoch was set to be variable; values of 50, 

100, and 150 were tested 

Number of hidden layers and number of 

neurons in each layer was also set to from 

2 to 4 and different values were set and 

tested for each. 

 

The pre-training algorithm for the network 

model used was RBM and final fine tuning 

used was soft max. Finally the proposed 

network was tested using 720 x 900 pixel 

mat file of 720 characters. 
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Various experiments were done by using 

different values of epoch, number of 

hidden layer, and number of hidden units. 

The recognition error is the ration of 

number of misclassified characters to total 

number of characters in the test dataset. 

Accuracy is also the ratio of number of 

correct classification to total number of 

characters.    

 

Table 1: Recognition error with two 

hidden layers 

Epoc

h 

Two Hidden Layers 

100 units 200 units 300 units 

50 0.141667  0.0875  0.08333 

100  0.113889  0.076389  0.065278 

150  0.097222  0.070833  0.063889 

 

The results of recognition errors for 

different hidden layers are summarized in 

Tables 1, 2 and 3. Tables 1 to 3 show the 

recognition error using 2, 3, and 4 hidden 

layers each with 100, 200, and 300 units 

for 50, 100, and 150 epochs respectively. 

It can be observed that, generally, the 

recognition error decreases as the number 

of epochs increases. This is expected, 

since the network enforces what it has 

learnt in each epoch. However, the rate of 

decrement of the error is slow, as can be 

deduced from the difference between two 

successive epochs. This again indicates 

that the error decrease will come to a point 

where no more decrease is observed, in 

which case the training is said to over fit. 

Comparing the error values in the three 

tables, smallest recognition error (that is 

0.0625 or 93.75% accuracy) was obtained 

for a network with three hidden layers, 300 

hidden units and 150 epochs (See Table 2). 

It is also observed that in the four layers, at 

150 epochs with 300 units the error is 

larger than the 2 and 3 hidden layers with 

the same number of epochs. 

Table 2: Recognition error with three 

hidden layers 

Epoch Three Hidden Layers 

100 units 200 units 300 units 

50 0.16667 0.098611 0.079167 

100  0.151389 0.090278 0.072222 

150  0.141667 0.06944 0.06250 

Table 3: Recognition error with four 

hidden layers 

Epoch Four Hidden Layers 

100 units 200 units 300 units 

50 0.218056 0.129167  0.105556 

100  0.179167  0.10000 0.08750 

150  0.172222  0.0875  0.077778 

The above graph illustrates the overall 

comparison of the three network types of 

layers i.e. between 2, 3 and 4 hidden 

layers. At 50 epochs the 4 hidden layers 

with 100 neurons gets larger error than 2 

and 3 layers. When the number of epochs 

increased, at 100 epochs, the error at all 

layers become small. However, at 150 

epochs the error using 4 layers starts to 

increase again, may be due to over fitting. 

Therefore the final good result relays on 3 

layers, 300 neurons with 150 epochs with 

93.75% accuracy.
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Figure 10: Graph of overall recognition error with two, three and four layers

Comparison with other similar works 

To compare the results of our approach 

with others, three research results 

mentioned in [3, 10, and 11] were selected. 

The selection criteria was based on the fact 

that the researchers used handwritten 

Amharic text, otherwise since the 

documents are not very similar to ancient 

Ethiopic manuscripts we found it hard to 

make exact comparison. Table 4 shows 

rough comparison of the selected research 

results with that of ours.  

As the comparison table shows the 

recognition rate of our system produced 

better results. The result obtained by the 

HMM system is comparable to ours 

because it was obtained with considerably 

smaller number of training words of good 

quality documents.

 

Table 4 Performance comparison of different approaches 

 

Research  Document type  No. of pages or 

characters used in 

dataset 

Recognition Rate 

 

HMM based [3] 

 

Modern Handwritten 

100 words 93% (for good quality 

document) 

10,932 words 76%(for good quality 

document) 

Writer 

Independent [26] 

Church document  114 pages 87%  

Lexicon Based 

[10] 

Modern handwritten 307 pages  87% (top -5 choices) 

Our approach  Ancient manuscript 200 pages 93.75% 
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CONCLUSION AND FUTURE WORKS  

This research work aimed to propose a 

system for recognition of Ancient Ethiopic 

manuscript CR using DBNs. The 

recognition system consists of data 

acquisition, preprocessing, segmentation, 

and classification and testing the 

recognition. We have prepared dataset 

consisting of 24 base characters of 100 

frequencies; totally 2400 characters are 

prepared in mat file. Among the total 

characters 1680 used for training and 720 

characters used for testing the system.  

The classifier network (DBN) was trained 

using a data set of Geez characters using 

RBM greedy layer wise unsupervised 

training and Soft max supervised fine 

tuning for the final RBM layer. 

In our experiment we have tested to show 

the performance of DNN by varying a 

number of parameters. All the three test 

scenarios showed comparable and similar 

results (not less than 92%) even though the 

best result obtained was 93.75% accuracy 

using 3 hidden layers with 300 hidden 

neurons at 150 epochs.  

Even though the dataset frequency for 

each character was low to make very good 

training, we have seen that DBN is an 

excellent technique for ancient 

handwritten document CR with very good 

accuracy. 

Even though we have shown that DBNs 

are performing very well in recognition 

accuracy for ancient manuscript characters 

recognition task, there are issues that can 

addressed in future research activities. 

Some of these issues are: 

In order to design a complete recognition 

system for ancient Ethiopic manuscript 

characters, a complete dataset should be 

prepared that consists of the entire Geez 

alphabets by collecting several 

manuscripts from different sources. The 

network model parameters of the DBNs 

can be varied and experimented for 

optimal performance in the accuracy of the 

recognition.  

Due to computational resource limitation, 

we have only trained the system to a 

maximum epoch of 150. By including 

regularization methods into the training to 

avoid over fitting, the network can be 

trained for more number of epochs and its 

performance can be improved with larger 

and computationally capable environment.  

The recognition is highly dependent on the 

accuracy of pre-processing and 

segmentation for automatic manuscript 

recognition task. Additionally, we haven’t 

included automatic text region detection to 

exclude non-text areas and segmenting 

multi-column text areas. Therefore, the 

research can be extended to include text 

area detections and improvements of 

preprocessing including image quality 

enhancing along with high performance 

segmentations.     
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